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ABSTRACT

The software industry has recognized the potential impact of code generation tools, making it a significant topic in today’s world. These tools are capable of improving the efficiency of software development, saving time and costs. Pair programming is another widely adopted technique in software engineering, popular for its ability to create high-quality software within a short time frame.

To explore the potential of using code generation tools in pair programming, this study aims to conduct a systematic mapping review. We gathered 25 studies related to this topic and categorized them into nine dimensions. Our primary objective was to address two main questions: (1) what is the present state of automated code generation tools in research, including the variation in studies over the years, the methodologies, technologies, objectives, and tasks used in these studies, and (2) what gaps still need to be filled in this field?
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INTRODUCTION

1.1 GOAL OF THIS THESIS

The goal of the thesis is to investigate the current state of code generation tools that can be used during pair programming. This research aims to explore five main characteristics that are important in determining the state of code generation tools research. The first characteristic is the methodologies used during the study. These methodologies are important in guiding the researchers on which methodologies have been heavily used in this field.

The second characteristic that this study aims to investigate is how the studies related to code generation tools have evolved over time. The research will examine how the field has developed over the last three years, including the number of papers that have been published in each year. This will help us to identify how much attention is this field getting at the current time.

The next two characteristics are the current tasks and objectives used in the field of code generation tools. This research aims to identify the current tasks that developers use code generation tools for and the objectives they hope to achieve. This will help to understand the most important aspects of code generation tools and how they are being used in the current time. The study will also highlight any limitations or areas where improvements are needed.

In conclusion, the main goal of this thesis is to identify the current state of code generation tools used during pair programming. By investigating the methodologies, the evolution of the field during the last three years, current tasks, objectives, and technologies used in the field, the study aims to identify any gaps in the existing research. This research is essential for researchers to understand the most effective ways to use code generation tools and to identify areas where further research is needed.

1.2 OVERVIEW

The thesis is divided into several parts. The first part is the motivation section, where the importance of automated code generation tools and pair programming tools will be discussed. The main objective of this section is to establish why the study is significant. The motivation section will outline the current trends, challenges, and opportunities related to automated code generation tools and pair programming.

The second part of the thesis is the research question and study chapter. This section will detail what the study aims to investigate and how the research questions will be addressed.
It will also provide insights into the process that will be used to collect and analyze data. This section will also explain the dimensions of the study and will explain why they were chosen. This section will help readers understand the scope of the research and how it will be carried out.

The third part of the thesis is the evaluation chapter. In this section, a summary of the papers analyzed will be presented, along with the results obtained. The summary will include the research questions and sub-questions, as well as the main findings. The section will also present the results based on the different dimensions identified in the study. The purpose of this section is to give a detailed analysis of the data collected and highlight the main findings.

The fourth part of the thesis is the related work chapter. This section will review the literature that was not included in the study but have interesting findings. It provides another angle of view at the field and the current research that is done in this area but doesn’t fall in the scope of this study.

The final part of the thesis is the conclusion. In this section, the research questions will be answered based on the findings extracted. The section will also provide suggestions for future research related to this study and the field in general. The conclusion will summarize the main findings and their implications for the field of automated code generation tools and pair programming. The section will also discuss the limitations of the study and suggest ways to address them in future research.
Systematic mapping is a methodology that provides a structure for the research papers, reports, and data that has been conducted in a certain research area by putting them into categories, mentioned here [4] that a systematic research process creates a visual summary map of its results. This visual summary shows important data that can be used to deduce conclusions about the field of research like how mature are the tools used in this research field and if they are ready for production or still in the lab phase. This methodology used frequently in medical research.

The main objective is frequently, to map the frequencies of publication over time to see trends. A secondary goal can be to identify the forums in which research in the area has been published. Based on Kai Petersen[16], only one specific instance of a systematic mapping was investigated within software engineering(Bailey et al. 2007). This could be as a result of the fact that systematic maps, a technique for compiling software engineering studies, was not yet been heavily identified at that time.

By categorizing the published research reports and findings, a systematic mapping study gives them a structure. It frequently presents a map, a visual representation of its findings. Pedreira and Garcia mentioned [27] that the objective of a systematic mapping study is to present a better-organized view of the current state of the art in the field and to identify any gaps or weaknesses present.

According to Peterson [16] the systematic mapping process followed several steps. First, they start by defining the research question (research scope). Then, they conduct a search on primary studies which is the part they identify the search string. The primary research is obtained by manually searching through appropriate conference or journal papers or utilizing search terms on scientific databases. They try to get papers that fit within the search scope.

The third step involves screening papers for inclusion and exclusion. During this stage, the research team assesses whether the papers fit the search criteria or not. The inclusion and exclusion criteria are determined based on the research questions. By skimming through the abstracts and summaries of primary studies, the team decides whether the papers fall within the research scope or not.

The final step is data extraction and mapping of studies. In this stage, the research team calculates the frequencies of publications in each category. The goal of analyzing the results is to display the publishing frequencies for each category. This allows for the identification of gaps and opportunities for further research by revealing which categories have received
the most attention in previous studies.

**Pair Programming**

is a software engineering process that involves two programmers collaborating at the same workstation while using this agile software development technique. This process is a component of the extreme programming methodology, which is gaining popularity in businesses. The central concept of pair programming is that two individuals working together on the same problem can derive process improvements that result in better software.

Extreme programming is a software development methodology that emphasizes informal, real-time communication over the specialized work outputs required by many conventional design methodologies. Pair programming works well within XP for various reasons, including vocabulary growth and cross-training. It is so important to XP that the methodology mandates that all production code be authored by pairs.

In pair programming, one person assumes the role of the observer or navigator, who carefully observes the driver’s (the second partner) work and offers advice while the other person, the driver, actively types on a computer or documents an architecture or design. The two programmers routinely switch between these two duties.

While reviewing, the observer also takes into account the direction of the work, generating suggestions for enhancements and potential issues to handle in the future. The driver can then focus only on completing the current task, using the observer as a safety net and guide.

Begel and Nagappan [6] found that the largest perceived benefits of pair programming were overall fewer bugs in the code, spreading code understanding among the team, and producing higher quality code. Additionally, although the following benefits were not statistically significant in the survey they conducted, some participants reported that they benefited from learning from their partners, better design, and constant code reviews.

Williams and Kiesler mentioned [40], pair programmers are typically expected to collaborate whenever possible. However, there may be situations, such as illness, scheduling conflicts, or efficiency concerns, that require the two individuals to work independently. Experienced pair programmers prioritize the stages of the development cycle, deciding which ones are most crucial to work on together and which ones can be completed separately. When they reunite, they must determine how to incorporate the individually created work.

As a bigger group starts using pair programming as the standard method of working, the long-term continuity of a specific pair becomes less important. An individual programmer can maintain sufficient general awareness to fill in for an absent partner at a moment’s notice by partnering regularly with every member of the group.
Language models

is a type of deep learning model that provides probability distributions of a collection of terms in a language. While earlier language models were based on non-neural techniques, there has been a trend toward using neural networks in recent years. These models are commonly used in natural language processing to generate text. Recurrent neural networks (RNNs) have been the primary building block of language models in this shift. They take input sequences and produce a corresponding output probability distribution for the subsequent tokens in a sequence.

Melis and dyer [24] After extensive autonomous black-box hyper parameter tuning and reevaluation of various well-known designs and regularization techniques, it was discovered that traditional LSTM architectures outperform more modern models when properly regularized, which was a rather unexpected result.

RNN-based language models are useful for a wide range of tasks, such as part-of-speech labeling, question-answering, and machine translation. While RNNs generally offer better performance than other models, they also suffer from a short-term memory problem, which can impact their performance, particularly when dealing with lengthy input sequences.

Alon [2] introduced a new method for AnyC2C called structural language modeling, which leverages the inherent syntax of programming languages to represent a code snippet as a tree. By decomposing the program’s abstract syntax tree into a set of conditional probabilities over its nodes, SLM estimates the probability of the AST. Their neural model computes these conditional probabilities by considering all possible AST paths that lead to a target node. Unlike previous structural methods that severely restricted the types of expressions that could be generated, their approach can generate arbitrary expressions in any programming language. When applied to producing Java and C# code, their model outperformed seq2seq and several other state-of-the-art structured techniques.

Hellendoorn [13] explored the possibility of using language models to evaluate how well new code integrates with an existing code base. They developed a code completion tool that demonstrated how it could significantly improve the default suggestions provided by the Eclipse IDE. The researchers assessed the practical potential of the high regularity that language models discovered in source code through their tool.

Wang and Chollak [13] proposed a method for bug detection using N-gram Language Models. Their approach, called Bugram, utilizes n-gram language models instead of rules to identify bugs. Bugram models program tokens sequentially using a n-gram language model. The model then calculates the probability of token sequences in the program, and sequences with low probabilities are identified as potential bugs. Low probability token sequences in a program are considered abnormal, which could indicate errors, unethical behavior, or unique or specialized applications of code that developers should be mindful of.
In this subsection, we discussed the advancements of statistical language models in software engineering and their current use in code generation. These language models have been found to be useful in various aspects of software engineering, including code generation. We will examine in this study the current state of using these code generation tools in the field of pair programming.

**Code Generation**

The field of software development has now advanced to the point where machine learning tools and techniques can be employed in the coding process, thanks to developments in deep learning and natural language processing. As a result, developers can now make extensive use of code completion and generation technologies offered by integrated development environments (IDEs) or as add-ons to text editors.

Perez[29] investigated the applicability of comparable approaches in a highly organized environment with tight syntax restrictions. They specifically suggested an end-to-end machine learning model built on top of pre-trained language models for Python code production. By earning a BLEU score of 0.22—46 percent improvement over a respectable sequence-to-sequence baseline—they showed that a fine-tuned model may perform well in code generation tasks.

As NLP/DL technology develops, these code completion tools get more complex. An advanced code completion tool is Copilot from GitHub. An "AI pair programmer trained on billions of lines of public code," according to Copilot’s description. Copilot, a text editor add-on for the VSCode text editor, creates potential code completions for developers by taking into account the program’s context.

Dehaerne and Dey did a systematic review code generation using machine learning [10], they found that code generation tools belongs to one of three groups. The first category is Description-to-code, these descriptions are often obtained from code comments written before a code snippet. Second is Code-to-description, This task’s goal is to produce a description of the code, typically in the form of a comment. It is sometimes referred to as source code summarizing.

The third category is Code-to-code, This paradigm’s most widely used application category is automatic software repair(APR). APR receives flawed or buggy code as input, and the model try to produce identical code without the bug. The majority of code generation studies fall in the first category with 46 %, the second category had 25 % selected studies.
Codex

is a GPT language model fine-tuned on publicly available code from GitHub, specifically developed to produce code. It is claimed to produce best results for Python code-writing capabilities. A distinct production version of Codex powers GitHub Copilot. It may generate code fragments that are typically both syntactically and semantically sound when given a brief user description.

Chen [8] investigated whether it was possible to train large language models to produce functionally correct code bodies from natural language docstrings. They discovered that the model performed well on a dataset of human-written problems with a level of difficulty comparable to simple interview problems by fine-tuning GPT using code from GitHub. To enhance model performance, they recommended producing multiple samples from a model and training on a distribution that is more similar to the evaluation set. They also found that training a model to generate docstrings from code bodies, the reverse task, was straightforward, and that these models had similar performance profiles.

Xu [41] evaluated large language models trained on code, including Codex, the current state-of-the-art model. Although Codex itself is not open-source, they discovered that current open-source models, despite being primarily intended for natural language modeling, do produce comparable results in several programming languages. They found that Codex, which is allegedly focused on Python, performs surprisingly well in other programming languages too, and even better than GPT-J and GPT-NeoX that were trained on the Pile. However, most current models still perform worse than Codex.

Prenner [30] investigated if Codex can be used to fix bugs in existing code. They found that Codex was able to synthesize a correct solution for 45% of the problems in QuixBugs. When given buggy code and asked to fix it, Codex was able to produce five more correct program implementations, representing a 28% improvement. In addition, providing extra input-output examples helped Codex successfully repair one of the seven bugs that no other configuration could solve (specifically, the "sub-sequences" bug) using test cases.

OpenAI developed Codex using a unique approach, based on their discovery the repeatedly sampling from the model can be an effective tactic for generating useful answers to challenging problems. By using this approach and sampling multiple times per problem, they were able to solve more problems. This method can increase the chances of finding a suitable solution. By utilizing Codex’s ability to generate code, developers can benefit from this approach and increase their chances of finding efficient and effective solutions to their coding challenges.

Copilot

is an AI-powered tool created by Microsoft that functions as an "AI pair programmer."
It is capable of generating code in multiple programming languages based on the context
provided as a prompt, including nearby code, comments, and method names.

Copilot offers three primary functionalities: auto-fill for repetitive code, suggestions for tests matching the implementation code, and conversion of comments into code. The tool is using in its core Codex that have been specifically trained and fine-tuned for the purpose of generating code.

GitHub suggests that not all the code used was tested for bugs, insecure practices, or personal data, despite the glowing reviews of Copilot’s productivity improvements on the website. The company writes they have put a few filters in place to prevent Copilot from generating offensive language, but it might not be perfect.

The company also cautions that although this is uncommon and that the data has been discovered to be synthetic or pseudo-randomly generated by the algorithm, the model could suggest email addresses, API keys, or phone numbers. However, the majority of the Copilot-generated code is original. Only a small fraction of the generated code could be replicated exactly in the training set.

The foundation of Copilot is OpenAI’s Codex, This is a refined version of GPT-3. This package can be used within visual studio code with different settings and was promoted as being a tool that the programmer can pair with.

**Alpha Code**

DeepMind Alpha Code is an innovative AI system developed by Google-owned DeepMind. The system relies on a powerful combination of deep learning and reinforcement learning techniques to achieve its model. It’s powered by a neural network with millions of parameters that have been fine-tuned through training on simulated games. By using deep learning, AlphaCode is able to analyze and understand complex patterns in data, allowing it to make accurate predictions and decisions. And by using reinforcement learning, it is able to learn from its mistakes and continually improve its performance over time. The potential applications of AlphaCode are wide-ranging and include different fields from robotics and self-driving cars to medical diagnosis and scientific research.

AlphaCode was tested on a suite of programming competitions on the Codeforces platform and achieved an average ranking of 54.3 percent, which is a significant achievement. The system uses specially trained transformer-based networks to generate millions of diverse programs, and then filters and clusters those programs to select just the top 10 submissions. This marks the first time an AI system has been able to perform competitively in programming competitions, which has the potential to affect the field of computer programming.

**CodeWhisperer**

Amazon CodeWhisperer is a new AI-powered tool developed by Amazon Web Services (AWS) that aims to assist developers in the software development process. The tool utilizes
natural language processing (NLP) and machine learning techniques to provide suggestions and auto-complete code segments based on the developer’s programming language. The system is designed to learn from developers’ usage patterns and improve its recommendations over time. According to AWS, CodeWhisperer has shown promising results in reducing the time and effort required to develop high-quality code.

CodeWhisperer can extract patterns and structures from the code to make suggestions to developers, including auto-completion of code segments, highlighting code errors, and providing recommendations for code improvement. The system’s machine learning algorithms also enables it to learn from developers’ usage patterns, making it more effective over time. It was released June 2022.

One of the features of CodeWhisperer is its ability to suggest code for a developer based on their intent. The system uses natural language processing (NLP) techniques to analyze the developer’s code and provide suggestions that are aligned with their intended goals. This feature can improve the productivity of developers by reducing the time required to write code manually. CodeWhisperer can be integrated with other AWS services, such as Amazon SageMaker, to provide a complete AI-assisted development experience.
Today, there is an increasing interest in deep learning applications in software engineering. Those deep learning applications have been introduced in multiple areas of software engineering like automated testing, which makes it easier for software testers to automate the software testing process. There are many different automated testing tools available, both open source and commercial tools. An automated tool for Java class robustness testing is called JCrasher. It is a free, open source tool that produces automated unit tests for Java classes with the aim of improving code quality and locating bugs. JCrasher looks at the type information of methods in Java classes and builds code fragments that will produce instances of different types.

Another field is the Bug localisation. It is a field in the wider concept of feature location, which is the process of identifying where in the source code a particular feature has been developed. CodeSonar is a bug detection tool that combines static and dynamic analysis to scan source code for errors and vulnerabilities. It also provides a graphical interface to help developers understand their code and pinpoint areas in need of improvement. The tool is designed to help developers find and fix bugs quickly and efficiently. Mashhad[22], used CodeBERT for program repair. The third field is the code documentation generation. Code documentation is text that explains what the software code does, why it’s written in a certain way, and how to use it. The two basic types of documentation are the documentation found within the code and the documentation found to support the code. Doxygen creates technical software documentation from sources for annotated programs. Finally deep learning has been introduced to code generation.

Different technologies have been introduced in this field like CodeBERT. Its model is an expansion of the BERT model created in 2020. This model can help developers by suggesting codes for specific tasks, and many other translations tasks using programming language and natural language. Then the introduction of Codex by OpenAI. Codex is an AI system that translates natural language to code. It can be used in several tasks related to code generation. Recently, OpenAI and Microsoft introduced Copilot, a promising Deep Learning (DL)-based solution, as an industrial product. Promoted by Microsoft as the new "AI pair programming", Copilot is a package that uses Codex in its core to auto generate code from developers comments.

In software engineering, automatic program generation has long been a desired solution due to its potential to save time, effort, and money for all stakeholders in the industry. By automating the code synthesis process, developers can focus on other important aspects of software development such as testing and debugging, leading to faster and more efficient development. Additionally, automatic program synthesis can reduce the risk of errors in
Pair programming is an effective software development technique that involves two developers working together in the same environment. It enables faster development, better code quality, and improved debugging, as each developer can focus on different aspects of the project. Working together also helps to promote communication and collaboration, which can lead to more creative solutions.

In pair programming, code generation can enhance the efficiency of the development process by allowing two developers to focus on different aspects of the project. For example, one developer can write the code while the other uses a code generator to generate unit tests or documentation. This can help reduce development time, improve code quality, and decrease the need for debugging. Also, code generation can help to make sure the code is consistent and follows the same standards and conventions.

So in this study we will try to build a systematic mapping review for AI pair programming using code generation tools, since it is a new field and it was not yet fully explored. Systematic mapping has shown great benefits in other fields of research such as medicine and other engineering areas. This method is highly useful specially at any field of research. This is for the reason that it is great in showing what is the current state of research in this field and what is the gaps that still exists in the field. This is beneficial to any research field regardless of the age of the field.
4.1 RESEARCH QUESTION

There is two main questions we are trying to answer in the thesis First:

RQ1 What is the current state of the automated code generation in the current research?

Which can be divided into five sub-questions. By answering each one of them we will get an answer for the main question. The following are the five sub-questions.

RQ1.1 How did the number of publications from the automated code generation change over time?
RQ1.2 What are the most used research methodologies in automated code generation?
RQ1.3 What are the research objectives in automated code generation?
RQ1.4 What are the research tasks in automated code generation?
RQ1.5 What are the used technologies in automated code generation?

Then we are trying to answer the second main question,

RQ2 What are possible research gaps in the field of automated code generation?

Methodology in research is defined as the systematic approach to solving a research topic through the collection of data using various approaches. The way the collected data is interpreted, and the inferences from the study data is refereed to as the methodology in research. A research methodology can be viewed as being the blueprint of a research or study.

Research objectives are the specific goals or objectives of a research project. They are typically expressed in terms of what the researcher hopes to learn or accomplish by conducting
the research. Research objectives provide direction to the research. Research gaps signify areas that have not been looked into or areas of research that have not been investigated thoroughly. These spots represent areas where more research is required to give more data or to fill in the voids. It is important to recognize such research gaps as they can offer guidance for upcoming research.

We can answer this question after executing the mapping study, which involves looking at all the relevant papers. Then, we can extract the data from these papers and come to a conclusion. By doing this, we will get an overview of which areas have already been explored and which areas have not been explored yet.

4.2 PROCESS

The process inspired by the mapping study process by Peterson \cite{17} is divided into three main parts. Each part is divided into smaller steps. The first part is the definition part which is the initial process. The second part is executing the search and papers filtration. Finally the last part is mapping study post the search process.

The steps in the method of Systematic Mapping Study. As the first phase shown in Figure 4.1,

4.2.1 Definition part

![Diagram](image)

**Figure 4.1: Phases of the definition process**

The researcher defines the research scope to emphasize the particular area of interest, including the field and topic he wants to study. He then checks related work done in this area and examines it. Based on this examination, the researcher formulates Research Questions (RQs). The next step in this part will be to define the inclusion and exclusion criteria used to determine which research studies should be included and excluded from the review. These criteria can include the type of research conducted, the scope of the research, the time period of the research, and the methods used in the research. The criteria should be tailored to the particular mapping review and may be adjusted as new information is
discovered.

The final step in this definition part is the search query definition. This criteria can vary from one search engine to another, as some engines have limitations for the size of the string, the syntax for the conjunction and disjunction, and the syntax for exact words. For example, in Google Scholar the maximum length for query size is 256 characters and searches are not case sensitive. To find an exact match, we use quotation marks around the search term. This means that the words may not always appear together when you search for a phrase without quotes. By placing quotation marks around any groups of words or precise phrases, an exact match of the phrase in the document’s title and body text can be found.

Giving a better understanding of the syntax of the Boolean operator to manage the search; For example when two words or phrases on either side of AND is a conjunction, while to exclude results that include a word or phrase, put the word NOT in front of it. The two words or phrases on either side of OR is a disjunction.

Information Sources: The indexing systems and digital libraries used in this systematic mapping search include IEEE Xplore, Springer, ACM, Google scholar. Additionally, we only interested in the papers from 2021 to 2023 in this area. because this was the period were Github copilot, which is the state of the art of this field, was released.

4.2.2 Search Execution

The second part of the process phase is the search execution as shown in Figure 4.2

In this part, the researchers run the search engine with the corresponding query and retrieve the papers, all titles, abstracts and papers (reading in detail) to decide the appropriate paper based on the inclusion and exclusion area. This phase starts first with running the query on the search engine. Then, filtering the papers that fits with the search scope based on their titles first so if there is a paper that doesn’t fit from the title it is excluded. Then comes the part where filtering papers based on their abstracts, followed by reading full text papers and all the filtration work is done by applying the inclusion and exclusion criteria mentioned in the previous part.

The next part is the scoring part. We give each paper a score from A to F. Each letter means a different category so we have a 6 categories we can group papers shown in table below.

We have 6 categories for the papers to be grouped. The first is Category A, which are the closest type of studies to our interests; these are studies that tested the tools in a pair programming environment. The second category is Category B, which are papers that tested tools designed for pair programming and compared it to human performance. The next category is Category C, which are papers tested tools designed for pair programming and the objective they were testing is one of the objective we are interested to investigate, such as
generating correct, usable, efficient or secure code, or that measured effect on the developers.

The next category is Category D, which are papers that tested tools designed for pair programming but they were testing the tool for an objective we are not investigating in this study, such as code contains bugs, better structure, and testable code. The next category is Category E, which are papers that are used in pair programming, but not related to pair programming. The last category are other tools that can’t be used in pair programming nor in code generation. Based on these categories, we decided to only include papers from Categories A to C, as the goal is to check the current state of the art of code generation for pair programming.

Table 4.1: This table represent the categories the papers are grouped on

<table>
<thead>
<tr>
<th>Category</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>tools tested in pair programming setup</td>
</tr>
<tr>
<td>B</td>
<td>tools tested against human performance</td>
</tr>
<tr>
<td>C</td>
<td>tools tested for an included programming objective</td>
</tr>
<tr>
<td>D</td>
<td>tools tested for a not included programming objective</td>
</tr>
<tr>
<td>E</td>
<td>non code generation tool tested for pair programming</td>
</tr>
<tr>
<td>F</td>
<td>out of scope tools.</td>
</tr>
</tbody>
</table>
After deciding the papers score we create the list of papers to be included. This was the automated part we then execute a manual search to check on the most popular conferences in the last years from 2021 to 2023 to check relevant papers we mainly were interested in 3 conferences which were ICSE, FSE, ASE.

The last part of the search process was the snowballing part. Snowballing is a technique employed in mapping reviews to locate pertinent research papers. It is a type of organized search approach that consists of locating and obtaining papers connected to the research topic from the bibliographies of list of included papers we have. The snowballing method can be used to detect papers from any origin, including databases, journals, and it is especially beneficial for locating papers published in specialized or localized sources.

The selection process was as following the researcher selected the paper based on the criteria mentioned above then he double checked with his supervisor. Everyone of the researcher and the supervisor had a vote to score the papers. In case they both disagree, the supervisor asks to a fellow colleague to solve the category of the paper.

4.2.3 Mapping part

The third part of the study is the mapping part as shown in Figure 4.3

Figure 4.3: Phases of the mapping process

We start first by defining the dimensions which will be discussed in details in the next section. We decide in this part the mapping dimensions that all the papers will be mapped based on.

The next part is the data extraction so we extract from the papers the relevant data that we need to map the papers like which technologies used and what time the papers was published etc. and any interesting results in the papers that can help the readers to identify any research gaps in this field.

The last step is the mapping process, which is done by mapping each paper to its corresponding value in each dimension and extracting important statistics. These statistics data can be used to answer of the research questions and resulting in the systematic to enable the researchers to draw the conclusion of the data obtained.
4.3 **Inclusion/Exclusion Criteria**

4.3.1 *Inclusion Criteria*

- Terms that match the search query.

- Academic journal, conference papers.

- Contributions to industry/professional conferences, and online publications.


- Papers that test code generation tools in the pair programming context.

- Papers that compared code generation tools to human code.

- Papers that test tools that are designed for pair programming for an objective that we are investigating like code correctness, efficiency, security and usability.

4.3.2 *Exclusion Criteria for Titles and Abstract*

- Papers that don’t specifically address automated code generation for pair programming.

- Papers that test aspects of the tools that are not investigated in this study.

- Papers that are only available as PowerPoint presentations or abstracts.

- Personal websites or blogs.

- Product catalogs

4.3.3 *Exclusion Criteria for Full Text*

- Pair programming in general.
• Code generation in general that can’t be used in pair programming.

• Papers presenting a summary of a workshop

The reason we chose 2021 as the starting point is because this is the year that Github copilot was published. Github copilot is considered the first tool that can be used in code generation; prior to this, most tools weren’t sufficiently developed for this purpose, so we decided to filter from this year onward.

The reason we are including these papers is because we were looking for papers that include code generation and have potential applications for pair programming, such as testing the tool in a pair programming setup or the tool being advanced enough to aid the developer in a pair programming context.

4.4 Search Query

The search query we will be executing over the different databases IEEE, ACM, Google scholar is the following:

(Evidence based OR Empirical study)

AND

(Software engineering)

AND

("Github copilot" OR "AlphaCode" OR "CodeWhisperer" OR "Code generation tool")

AND

(Code generation OR Code completion)

AND

(Code security | Code usability | Code correctness | Code efficiency | developer experience)

AND

("Pair programming" OR Assisting programming)
We decided to have six components in our search query, where each component represents a different scope. The search query is composed of sets of conjunctions and disjunctions, so we are using the operator AND for conjunctions and the operator OR for disjunctions. We are using quotation marks (“”) for an exact word search, while if the word is left without the quotes, the search engine can search for other synonyms of the word. Therefore, in each of the terms in the query, we have added quotation marks for terms that we are looking for an exact match, and we left the term without quotation marks when the search engine can search for synonyms. The first part of the query is the type of research we are searching for; the two types we have identified are evidence based or empirical study. The second part is software engineering, which is the field in which this study is conducted.

The third part of the query is the technologies we are interested in. We are generally looking for code generation tools. The current state-of-the-art in this area is GitHub copilot. We have also added two other tools that fit with our study scope. The first one is AlphaCode, a new Artificial Intelligence system for developing computer code developed by DeepMind. This tool is mainly modeled to solve contest problems, as these contests setup can be seen as a pair programming setup. Most of these competitions are solved in teams of two to three members, who pair with each other to solve the problems. The second tool is CodeWhisperer, a machine learning tool developed by Amazon. This tool assists developers by generating code suggestions based on their comments in natural language.

The fourth component of the query is function in automated code generation, which includes two tasks: code generation, which refers to the tool’s ability to write code correctly, and code completion, which refers to the tool’s ability to suggest and complete code. The fifth component is the objective, which represents the purpose of the query. This part is essential as there are multiple variables to consider, but we are mainly interested in tasks that can make the tool suitable for pair programming.

To assess code quality, we are using the standard ISO 9126, which was published by the International Organization for Standardization (ISO) in 2001. The standard defines a framework for software quality characteristics and metrics, which can be used to evaluate and measure the quality of a software product. ISO 9126 identifies six main quality characteristics of software, including functionality, reliability, usability, efficiency, maintainability, and portability. Each of these characteristics is further divided into sub-characteristics.

Functionality is divided into suitability, accuracy, interoperability, security and compliance. While the sub-characteristics of Reliability are maturity, fault tolerance and recoverability. Usability is divided into four sub-characteristics understandability, learnability, operability and attractiveness. Efficiency on the other hand is divided into time behavior and resource utilization. Maintainability is divided into analyzability, changeability, stability and testability. Finally, Portability is divided into four characteristics adaptability, installability, co-existence and replaceability.

we are focusing on four fields: code correctness, which refers to the tool’s ability to produce correct and running code that is usable; code usability, which means that the code
should be structured in a way that other developers can use it and continue working on it; code efficiency, which can be measured by how the code behaves in terms of time and memory consumption; and code security, as it is an important aspect of code characteristics in modern development. Additionally, we are adding a term that we called "developer experience" because we found multiple papers addressing how satisfied developers were and how productive they were while using these tools, quantitatively (e.g., lines of code written) or qualitatively (e.g., good experience).

In our analysis of code quality, we had to make the decision to exclude three characteristics of it, code portability, code reliability, and code maintainability. We made this decision based on the insufficiency of research done on these aspects, despite our best efforts to find relevant studies. While we did come across a study that tested the code maintainability of Copilot and CodeWhisperer, it was only published on April 21st, 2023, and we did not have enough time to fully analyze its findings, but we added it to the relevant work chapter, discussed later in this study. Unfortunately, we were unable to find any research on the other two aspects of the code quality which are code portability, and code reliability. Therefore, we decided to focus only on the aspects of code correctness, efficiency, usability and code security for our analysis.

The last part of the query is the reason we are using the tool; we have two reasons. The first is pair programming, but we found papers that address the pair programming tool as an assisting programming tool, which is why we added this term to the search query.

4.5 Dimensions

The Dimensions of the mapping study are the categories that each research paper is grouped based on. In this study, we came up with nine dimensions shown in Figure 4.4, that we gonna group the papers based on. The first one is the research methodology shown in Figure 4.5. Research methodology refer to the philosophical approach taken to the study of a particular subject. the three values we are using is quantitative research, qualitative research or mixed.

Qualitative research is a method used in several fields of study to gain an understanding of people’s opinions, thoughts, experiences, and behaviors. This type of research utilizes unstructured data, such as interviews, focus groups, and observations. It is used to gain a more detailed insight into the motives behind people’s attitudes and actions.

Quantitative research on the other hand is a method used to collect and analyze numerical data to show patterns and relationships. It can be used to determine the correlation between different variables. This type of research usually involves the gathering of data from a sizable group of people or objects to determine trends.
Mixed methods is a research technique that utilizes both qualitative and quantitative approaches in the same study. This approach enables researchers to mix both methods in order to answer questions or verify hypotheses.

The second dimension is technology shown in Figure 4.6, which represents the code generation technology used in this study. There are different technologies in the research field at the moment. We chose the state-of-the-art technologies that can be used in the pair programming process, first GitHub copilot, which is the current state-of-the-art technology for code generation, built on top of Codex and been promoted as the "AI pair programmer".

Then we added AlphaCode, an AI system that has been trained to design algorithms to solve problems, and then implement them into code. This system was designed by Google deep mind, and they followed a different approach, so it is not a tool that generates code from comments but it takes a problem and tries to solve it, and then writes it into code. The main reason we added AlphaCode is that the testing environment is mostly competitive.
Figure 4.5: Methodology dimension

Figure 4.6: Technology dimension
programming contests that follow the same setup of pair programming. If AlphaCode performed well in problems contests environments then most likely it will perform well in the pair programming setup as well.

The third value for this dimension is CodeWhisperer, which is a code generation tool developed by Amazon to assist programmers while developing code. Although there is not much research done on this tool at the time of this study, we added it to the dimensions because it is designed to be a pair programming tool aiding developers. Then we added "Other tools", which are tools used in the paper but it is not any of the previous three tools.

The third dimension is the Experimental design. Shown in Figure 4.7, this dimension explains the type of experiment used in this study. First value is a lab study, it is only repeatable in a lab environment so we can’t really tell how this technology is ready for industry. The second value is the simulated environment, which is a virtual environment that replicates the conditions of a real-world research setting, like testing the tool on students developers. Third value is Field study which is a study done outside of the lab in the industry’s normal setup. This is a great way to access the possibility of using this technology in the industry. The last value is Secondary study which addresses studies that don’t have experiments yet they are secondary studies done of primary studies like surveys and mapping studies.

Then we added another dimension which is the experiment control shown in Figure 4.8, which shows the degree of control in the experiment, we have two values of control, controlled experiment which the researcher control the study group in the experiment, and there is non-controlled experiment, which is an experiment, where the researcher doesn’t control the study group in the experiment.

Next, we added another dimension, which is the data collection method shown in Figure 4.9. This dimension access which method they used to collect the data within the study, we have three values, collecting data by interview, survey or by observation. We thought although there is other ways of collecting data, these are the only values that fits with most the studies in this field. The next dimension is the objective shown in Figure 4.10. This dimension is used to know what was the goal of the primary study so what is the objective they were trying to achieve with the tool. The five objectives we are interested in are the ones we mentioned before in the categories part which are code correctness, code usability, code efficiency, code security and developers experience.

The seventh dimension is the task shown in Figure 4.11, which is the task given to the tool to do while accessing it. trying to solve problems with the tool, or pair programming with the tool while working on a programming task or just asking the tool to suggest code. The next dimension is the subject type shown in Figure 4.12, which represents the type of subject used in the study whether this study is done on humans, a dataset, or finally on an oracle. Last we added the final dimension the time, in which year this study was published. We are only limiting studies since 2021 so we have three years’ values till 2023. This dimension will help us rate the number of publications per year and whether it increased or decreased.
Figure 4.7: Experimental design dimension

Figure 4.8: Experimental control dimension

over the years.
Figure 4.9: Data collection methods dimension
Figure 4.10: Objective dimension

Figure 4.11: Task dimension
Figure 4.12: Subject type dimension
EVALUATION

This chapter is divided into several parts. First part is the process we followed and what were the results we got. Then, there is a part of summary of papers we found with its findings. We added after a part of the mapping study with a table of each column representing each dimension. Then we added a part with the statistics collected from the mapping process. The final part is the discussion of the results.

5.1 PROCESS

We run the query on the different search engines. Then we went through the results and identified papers that were the most relevant to our research scope in the different search databases, IEEE Xplore, ACM, Google scholar and Springer.

To ensure that our search was accurate, we filtered search engines to years between 2021 and 2023. This enabled us to limit our search results to papers that were the most up-to-date and relevant to our research topic. Additionally, we excluded papers that were written in languages other than English.

the final list of papers we got from the search engines with the queries were 16 papers. then we did the manual search that we checked the most frequent conferences websites in software engineering for the last 4 years to find relevant papers and we got more 3 papers.

The last phase in the search part was the snowballing phase. Snowballing in systematic mapping reviews is a method of identifying relevant literature for a systematic review. It involves using the references from existing literature to identify additional studies. This method is used when there is a lack of a comprehensive bibliographic database to search for studies, since it is a new area of research we decided to use this technique. It relies on the references in existing literature to identify additional relevant studies. By following the references in the existing literature, it is possible to build a larger corpus of relevant studies.

This method added 6 more papers relevant to the search scope. so now the final list of papers were 25 papers.

Then, we moved forward with the mapping process where we give each paper out of the final list a value in each category. We added every study in a table where the columns represent the categories and in each cell we added the corresponding value for the column. The table in the result section you can see the whole mapping study.
5.2 Papers Summary

**GitHub Copilot AI pair programmer: Asset or Liability?[9]**

<table>
<thead>
<tr>
<th>Table 5.1: Paper 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
</tr>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Reason</td>
</tr>
</tbody>
</table>

Summary

They investigated Copilot’s abilities in two distinct programming tasks, creating correct and effective solutions for basic algorithmic problems and comparing Copilot’s suggested answers with those of human programmers. For the latter, they evaluated Copilot’s performance in tackling a few core computer science issues, such as sorting and building simple data structures. They used the copilot to attempt several simple algorithm tasks from the "Introduction to Algorithms" book. Sorting algorithms, data structures, graph algorithms, and advanced design and analysis techniques were the main categories of algorithms they chose.

Conclusion

Their findings demonstrate Copilot’s capability to produce accurate and ideal answers to some key algorithm design issues. Nonetheless, the developer’s prompt’s clarity and depth have a significant impact on the quality of the created programs. Their findings demonstrate that the correct ratio of human solutions is higher than the correct ratio of Copilot, while the Copilot-generated flawed solutions may be fixed with less effort.

**Is GitHub’s Copilot as Bad As Humans at Introducing Vulnerabilities in Code?[3]**

<table>
<thead>
<tr>
<th>Table 5.2: Paper 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
</tr>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Reason</td>
</tr>
</tbody>
</table>

Summary

They conducted a comparative empirical investigation of various tools and language models from the standpoint of security. The purpose of this study is to assess the performance of Copilot, a CGT, in comparison to that of human developers. They specifically looked into
whether Copilot is equally likely to introduce software flaws as human developers. They made advantage of the Big-Vul dataset, which described as a collection of vulnerabilities added by human developers. They reproduced the situation prior to the bug’s introduction for each entry in the dataset and let Copilot provide a completion. Three independent coders personally review the completions to determine whether they contain the same vulnerability.

Conclusion

Their experiments have concluded that Copilot is not as bad as human developers at introducing vulnerabilities in code. They have also observed that Copilot is less likely to generate vulnerable code corresponding to newer vulnerabilities, and is more likely to generate certain types of vulnerabilities. Their findings suggest that Copilot performs better against vulnerabilities with simpler fixes.

What is it like to program with artificial intelligence?[35]

Table 5.3: Paper 3

<table>
<thead>
<tr>
<th>Reference</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>A</td>
</tr>
</tbody>
</table>

Reason: checking the tool used in a pair programming context by a survey

Summary

This study is a survey that examines the similarities and differences between programming using large language models (LLM-assisted programming) and earlier conceptualizations of programmer help. They reference previously conducted usability and design studies as well as publicly available experience reports of LLM-assisted programming. They explore potential problems and unresolved research questions associated with bringing big language models to end-user programming, especially for users with little or no programming experience.

Conclusion

LLM aid is similar to a very capable and adaptable compiler, a companion in pair programming, or a seamless search-and-reuse function. LLM-assisted programming, however, has a distinct way in other areas, which creates new difficulties and chances for study into human-centered programming. Supporting non-expert end users in using these tools effectively presents even more difficulties.


Summary
They observed 20 participants as they used Copilot to complete several programming tasks designed. Some of the tasks required contributing to an existing code base, which they believe mimics more a realistic software development setting; the tasks also spanned multiple programming, in order to avoid language bias. They then iterated between coding the participants’ interactions with Copilot, consolidating their observations into a theory.

**Conclusion**

their theory proposes that user interactions with Copilot can be classified into two modes—acceleration and exploration. Design recommendations for future programming assistants were provided based on the interviews, such as providing short, high-confidence code suggestions for acceleration mode and better recommendations for exploration mode.

**Is GitHub Copilot a Substitute for Human Pair-programming?**

The focus of their investigation, which involved 21 participants, is on the productivity and quality of the code. A participant was given a project to code for experimental design under three conditions that were delivered in a randomized order. Pair programming with Copilot, human pair programming as a driver, and human pair programming as a navigator. The codes produced by the three trials were examined to ascertain the average number of lines of code added in each condition and the average number of lines of code eliminated in the next step. Whereas the latter gauges the caliber of the generated code, the former gauges the productivity of each condition.

**Conclusion**

According to the findings, Copilot increases productivity as indicated by the number of lines of code added, but the quality of the code created is lower as indicated by the number
of lines of code removed during the subsequent trial.

**Expectation vs. Experience: Evaluating the Usability of Code Generation Tools Powered by Large Language Models**[38]

<table>
<thead>
<tr>
<th>Table 5.6: Paper 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
</tr>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Reason</td>
</tr>
</tbody>
</table>

**Summary**

In this study, 24 participants took part in a within-subjects user study to understand the use and opinion of Copilot, a LLM-based code generation tool. This research explored how Copilot affects the programming experience, how users recognize errors in code generated by Copilot, what coping mechanisms users employ when they find errors in code generated by Copilot, and what risks are associated with using Copilot.

**Conclusion**

It was found that, even though Copilot did not necessarily speed up the completion time or success rate, many participants still chose to use it in their programming tasks as it gave a useful starting point and saved them the trouble of searching online. However, they had trouble understanding, modifying, and debugging the code snippets generated by Copilot, which impeded their task-solving performance. Suggestions to enhance the design of Copilot were put forward based on the observations and the feedback of the participants. The majority of the participants (19 out of 24) preferred using Copilot.

**Security Implications of Large Language Model Code Assistants: A User Study**[34]

<table>
<thead>
<tr>
<th>Table 5.7: Paper 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
</tr>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Reason</td>
</tr>
</tbody>
</table>

**Summary**

58 computer science undergraduate and graduate students with programming backgrounds, were split randomly into ‘control’ (no Codex LLM access) and ‘assisted’ (with Codex LLM access) groups. Given the high frequency of memory-based errors in low-level
languages such as C and C++ and their relative severity, they designed a study requiring participants to complete a set of 12 functions that perform basic operations on a linked list representing a “shopping list” in C.

Conclusion

Their findings suggest that the LLM has a positive impact on functional correctness, and does not raise the rate of serious security bugs. This result is somewhat unexpected given the existing published studies on how LLMs can recommend vulnerable code. When considering the origin of bugs detected, the data implies that users do not use the added productivity benefits to fix them - while they may change aspects of the suggestions.

On the Robustness of Code Generation Techniques:
An Empirical Study on GitHub Copilot.[23]

Table 5.8: Paper 8

<table>
<thead>
<tr>
<th>Reference</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>B</td>
</tr>
<tr>
<td>Reason</td>
<td>compared the code generated to code developed by human developers.</td>
</tr>
</tbody>
</table>

Summary

This paper presents an empirical study that examined if semantically equivalent natural language descriptions result in the same recommended function. They used Copilot to generate 892 Java methods starting from their original Javadoc description, and generated different semantically equivalent descriptions both manually and automatically.

Conclusion

The results show that modifying the description results in different code recommendations in 46 % of cases, and differences in the semantically equivalent descriptions might impact the correctness of the generated code (±28 %). These findings suggest that testing the robustness of DL-based code recommenders may play an important role in ensuring their usability and in defining possible guidelines for the developers using them.

Productivity Assessment of Neural Code Completion.[44]

Summary

This paper investigates whether usage measurements of developer interactions with GitHub Copilot can be used to predict perceived productivity as reported by developers. Analysis of 2,631 survey responses and usage measurements collected from the IDE reveals that an acceptance rate of shown suggestions is a better predictor of perceived productivity.
than alternative measures.

Conclusion

It is found that acceptance rate varies significantly across the developer population and over time. The results suggest that acceptance rate can be used to monitor performance of a neural code synthesis system, although other approaches are still needed for further investigation due to the many human factors involved.


Summary

They build Copilot inquiries in four different programming languages using 33 LeetCode questions. They run the tests provided by LeetCode to determine whether the 132 correct Copilot solutions pass them, and they assess usability using SonarQube’s cyclomatic complexity and cognitive complexity metrics. Java ideas from Copilot have the highest correctness score (57 %) while JavaScript proposals have the lowest (27 %). Generally, Copilot’s recommendations are simple, and there aren’t any significant distinctions across the programming languages. They also uncover other possible Copilot flaws, such as the creation of overly complex code and the reliance on undefined auxiliary functions.

Conclusion

RQ1 Summary: Copilot’s correctness (passing all tests) varies by language, with Java as highest (57 %) and JavaScript lowest (27 %).

RQ2 Summary: The median cognitive complexity and cyclomatic the complexity of Copilot solutions is 6 and 5, respectively, with no statistically significant differences between languages.
Assessing the Quality of GitHub Copilot's Code Generation [42]:

Table 5.11: Paper 11

<table>
<thead>
<tr>
<th>Reference</th>
<th>P11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>C</td>
</tr>
<tr>
<td>Reason</td>
<td>tested the correctness of the code generated by the tool.</td>
</tr>
</tbody>
</table>

Summary

An experimental setup was created to evaluate the generated code in terms of validity, correctness, and efficiency. In this experiment, the HumanEval dataset was used which contained 164 problems with task ID, prompt, canonical solution, and unit tests. The code generation step was manually implemented and the Python 3.8 interpreter was used to check for code validity. The number of passed unit tests was measured and divided by all unit tests for a particular problem to assess code correctness. The OpenAI API was utilized to obtain the time and space complexities of the canonical solution and the generated code.

Conclusion

The results revealed that GitHub Copilot generated valid code with a 91.5 % success rate, and was able to correctly generate 47 (28.7 %) out of 164 problems, partially correctly generate 84 (51.2 %), and incorrectly generate 33 (20.1 %). The authors concluded that GitHub Copilot is a promising tool, however further and more comprehensive assessment is needed in the future.

Systematically Finding Security Vulnerabilities in Black-Box Code Generation Models [12]

Table 5.12: Paper 12

<table>
<thead>
<tr>
<th>Reference</th>
<th>P12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>C</td>
</tr>
<tr>
<td>Reason</td>
<td>tested the security of the code generated by the tool.</td>
</tr>
</tbody>
</table>

Summary

They proposed an approach for automatically detecting security vulnerabilities in code generation models. This is done through a novel black-box model inversion approach. They identified thousands of vulnerabilities in state-of-the-art code generation models, such as the widely used GitHub Copilot. At the time of publication, they published a set of security prompts to investigate the security weaknesses of the models and compare them in various
security scenarios. They also released their approach as an open-source tool which can be used to evaluate the security of the black-box code generation models.

**Conclusion**

The study showed that their method can identify numerous security vulnerabilities in code generation models. To encourage further research, they publish a benchmark of promising non-secure prompts generated by CodGen and Codex models. The benchmark includes 381 non-secure prompts from CodeGen and 537 non-secure prompts from Codex that can be used to evaluate and compare vulnerabilities of the models related to different CWEs.


<table>
<thead>
<tr>
<th>Reference</th>
<th>P13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>B</td>
</tr>
<tr>
<td>Reason</td>
<td>assessing the correctness of the code generated compared to humans.</td>
</tr>
</tbody>
</table>

**Summary**

This paper presents an empirical study to compare the similarities and performance differences between codes generated by AlphaCode and human codes. They were trying to assess how the generated codes similar to human codes, and if they can perform better. To answer this, they examined the source code similarity, execution time, and memory usage of generated and human codes. The dataset includes 44 generated codes that solve 22 problems written in C++ and Python, and 21,508 C++ and 10,228 Python human codes from Codeforces. They implemented a mechanism to measure the execution time and memory usage of generated and human codes.

**Conclusion**

The results indicate that the generated codes from AlphaCode are similar to human codes, with an average maximum similarity score of 0.56. The performance of the generated code was found to be on par with or worse than the human code in terms of execution time and memory usage. They observed that AlphaCode tends to generate more similar codes to humans for low-difficulty problems, while employing excessive nested loops and unnecessary variable declarations for high-difficulty problems, resulting in low performance.

**Github Copilot in the Classroom: Learning to Code with AI Assistance**[32]

**Summary**
In this experiment, Copilot was used to help solve coding assignments from a Python course designed to introduce algorithmic problem solving to students with no programming experience. The first course was CS0, with eight programming assignments covering common introductory topics. Additionally, they added a second course, DS1, that was an introductory course in data science with seven data-oriented programming assignments. The DS1 assignments used non-standard Python libraries that are commonly used in data science, as well as non-programming components such as ethics write-ups.

**Conclusion**

The study found that Copilot is user-friendly and accurate enough for novice programmers to use in solving fundamental programming tasks. In an introductory data science course, Copilot-generated solutions received scores between 68% and 95% when human-graded, and were difficult to distinguish from student-authored solutions. The authors encourage computer science educators to integrate AIDEs into their coursework and development workflow.

**Using GitHub Copilot to Solve Simple Programming Problems.** [39]

### Table 5.15: Paper 15

<table>
<thead>
<tr>
<th>Reference</th>
<th>P15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>B</td>
</tr>
<tr>
<td>Reason</td>
<td>assessing the correctness of the code generated compared to humans.</td>
</tr>
</tbody>
</table>

**Summary**

This paper is a report of the author experience in using Copilot as if he were a student tasked with writing code and tests for a given CS1 problem. They tried to assess how Copilot perform, compared to Davinci, in terms of the correctness and variety of the generated code, tests and explanations. They also tried to answer, if a suggestion is incorrect, can Copilot be interactively led to a correct one.

**Conclusion**
It is found that Copilot fares worse than Davinci in both accounts. It also looks at if Copilot can be interactively led to a correct answer, and concludes that using Copilot is often a ‘hit and miss’ affair. The paper notes that Codex and Copilot pose challenges to academic integrity which educators must adapt to, and that detecting and punishing the use of Copilot is an important topic to consider.

The Impact of AI on Developer Productivity: Evidence from GitHub Copilot. [28]

Table 5.16: Paper 16

<table>
<thead>
<tr>
<th>Reference</th>
<th>P16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>A</td>
</tr>
<tr>
<td>Reason</td>
<td>tested the tool in a pair programming environment.</td>
</tr>
</tbody>
</table>

Summary

This paper presents results from a controlled experiment with GitHub Copilot. Recruited software developers were asked to implement an HTTP server in JavaScript as quickly as possible. They examined the productivity effects of AI tools on software development and carries out a controlled trial of GitHub Copilot. The trial involves programmers being assigned to implement an HTTP server in JavaScript as quickly as possible. The treated group had access to GitHub Copilot while the control group did not, but were free to search the internet and use Stack Overflow.

Conclusion

On average, participants in both treated and control groups estimated a 35% increase in productivity, which is an underestimation compared with the 55.8% increase in their revealed productivity. This result provides indirect evidence that treated group benefited from Copilot during their task as their productivity significantly higher than the control group.

SecurityEval Dataset: Mining Vulnerability Examples to Evaluate Machine Learning-Based Code Generation Techniques. [37]

Table 5.17: Paper 17

<table>
<thead>
<tr>
<th>Reference</th>
<th>P17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>C</td>
</tr>
<tr>
<td>Reason</td>
<td>assessing the security of the code generated by the tool.</td>
</tr>
</tbody>
</table>
Summary

This paper introduces SecurityEval, a dataset created for assessing the performance of machine-learning-based code generation models from a security standpoint. Compiled from Python samples, the dataset encompasses 75 distinct vulnerability types from the Common Weakness Enumeration (CWE) in 130 samples. The samples are formatted as prompts suitable to be used in a generalized source-code generation model. They also demonstrated using their dataset to evaluate one open-source (i.e., InCoder) and one closed-source code generation model (GitHub Copilot). The authors demonstrate how to use the SecurityEval prompts to evaluate an open-source code generation model (InCoder) and a closed-source code generation tool (GitHub Copilot).

Conclusion

Although a code generation model can help software engineers to develop software quickly, the generated code can contain security flaws. Their dataset has 130 Python code samples spanning 75 types of vulnerabilities (CWEs). They demonstrated that the dataset, when combined with static analyzers, could be used to automate or semi-automate the evaluation of the security of generated code.

How Readable is Model-generated Code?
Examining Readability and Visual Inspection of GitHub Copilot[21].

<table>
<thead>
<tr>
<th>Reference</th>
<th>P18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>B</td>
</tr>
<tr>
<td>Reason</td>
<td>assessing the usability of the code generated compared to human.</td>
</tr>
</tbody>
</table>

Summary

In this paper, they have conducted an empirical study of GitHub Copilot using eye tracking in a natural software development environment (VS Code IDE). The focus was on the readability of and visual inspection of Copilot generated code. An experiment involving 21 participants was performed to compare code written with Copilot to code written by human pair-programmers (as driver and navigator). Static code analysis, human readability annotators, and eye tracking were used to check the readability of Copilot generated code compared to code written completely by human programmers and how the programmers inspect Copilot generated code.

Conclusion

The results of this study indicate that model generated code is of similar complexity and readability compared to code written by human pair programmers. However, the eye
tracking data suggest that programmers tend to pay less attention to model generated code, which is statistically significant. Thus, the conclusion is that it is more important for programmers to read the code and be aware of complacency and automation bias when using model generated code.


<table>
<thead>
<tr>
<th>Table 5.19: Paper 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
</tr>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Reason</td>
</tr>
</tbody>
</table>

**Summary**

They tested Copilot on 166 programming problems by copying the problem description into a Visual Studio Code editor and observing the suggested code. If any test cases failed, the authors deleted the code and modified the problem description using natural language. They observed the failing test cases and engineer the description by adding comments to it that clarify the problem or that provide a strategy for solving the problem. They did not modify any code. These steps were repeated until all test cases passed or no more clarifications could be made.

**Conclusion**

They found that it was able to solve about half of these problems on its first attempt, and 60 percent of the remaining problems with only slight changes to the problem description using natural language. They think that this type of prompt engineering, which is likely to become a regular occurrence when Copilot initially fails, can be a helpful way of teaching computational thinking skills and could alter the way code writing skills are developed. More than half of the remaining problems were resolved by adjusting the prompts to incorporate algorithmic hints. This technique was successful across nearly all categories of problems and is viewed as having educational importance because it requires students to examine code errors, transform abstract ideas from problem descriptions into concrete computational steps, and communicate them clearly in natural language.

**Asleep at the Keyboard? Assessing the Security of GitHub Copilot’s Code Contributions** [26].

**Summary**

They tested Copilot on code related to high-risk cyber security weaknesses, such as those from the MITRE Top 25 CWE list. 89 different scenarios were produced, resulting in
1,689 programs. Of these, the main contributions of this research were: analysing Copilot’s software and hardware code completion behaviour when given prompts that are related to security. Understanding how context can influence the AI’s code generation and confidence and providing advice to software and hardware designers, especially those who are not familiar with security, about using AI pair programming tools.

Conclusion

40 percent were found to be vulnerable. The study’s findings suggest that even though Copilot is capable of producing a vast quantity of code quickly, developers must exercise caution when using it as a co-pilot. It is recommended that Copilot be paired with security-conscious tools during both the training and generation phases to prevent security vulnerabilities.


Summary

The study examines the presence of harmful code smells in training sets and the output of transformer-based code generation models for Python, using three open-source datasets and two code generation tools. The paper provides a comprehensive empirical analysis of the occurrence of code smells, a comparison of open-source and closed-source techniques, and a discussion of the implications of the findings for researchers and practitioners. The researchers collected various datasets used to train code generation models and tested them for code smells, security issues, and manual validations. They then took samples of the code generated by the tools and analyzed them to detect if the same issues existed. They tested copilot to identify code smells, which can be violations of code conventions or security concerns mapped to a Common Weakness Enumeration, they employed Pylint and Bandit,
respectively.

**Conclusion**

In three frequently used datasets, Pylint detected a total of 264 distinct types of non-security code smells, with the most common ones being "Undefined variables," "line too long," "too few public methods," and "bad indentation." The fine-tuned GPT-Neo model’s output contains code smells. The most frequent non-security smells in both the training set and the output are Undefined variables, lines too long, Duplicate code, and Unused argument. The output also has security smells, such as the use of assert statements. The suggestions generated by GitHub Copilot are executable, but they often contain code smells that indicate suboptimal coding practices and security vulnerabilities.

**CCTEST: Testing and Repairing Code Completion Systems [20]**

<table>
<thead>
<tr>
<th>Reference</th>
<th>P22</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>C</td>
</tr>
<tr>
<td>Reason</td>
<td>assessing the effectiveness of the code generated by the tool.</td>
</tr>
</tbody>
</table>

**Summary**

The article introduces CCTEST, an automated testing and enhancement framework for code completion systems that identifies erroneous cases and enhances code output by selecting the one closest to the "average" appearance. The framework treats code completion systems as a "black box" and tests eight widely-used LLM-based code completion systems. CCTEST is implemented in Python, with about 5k LOC, and focuses on mutating Python code. The program is parsed using tree-sitter, and feasible PSC transformations are applied to generate transformed prompts. The evaluation dataset is formed from LeetCode solution programs and CodeSearchNet, with programs selected based on token length and complexity. Overall, the dataset contains 613 code snippets from LeetCode and the test split from CodeSearchNet.

**Conclusion**

CCTEST generates valid and consistent prompt mutants that can help improve code completion systems. It identifies defects in different systems and recommends using a threshold of \( T = 9 \) for best results. All PSC transformations are shown to be effective, finding 33,540 programs exposing code completion errors. With enhancement, the average performance of code completion systems is notably increased by 40.25% and 67.43%.

**Jigsaw: Large Language Models meet Program Synthesis [15]**
Summary

They discuss their program and assessment of their tool Jigsaw, designed to generate Python Pandas API code using inputs from multiple sources. They found that as big language models advance in generating code from intent, Jigsaw can contribute to enhancing the precision of the code generation systems. They measure the accuracy of their program synthesis approach by evaluating how many of the specifications in the dataset have been correctly synthesized into programs. A program is considered correct if it satisfies the input/output examples and meets the intent of the natural language description, as confirmed through manual inspection. To address randomness in the output of the models, the evaluation is conducted three times, and the mean accuracy and standard deviation are calculated.

Conclusion

Jigsaw’s performance was tested on the TensorFlow dataset, where Codex alone solved 8 out of 25 tasks, but variable transformation improved the performance to 15 tasks. The authors found that Semantic Repair has the potential to enhance the performance to 19 tasks. The proposed pre-processing and post-processing modules were found to be effective and generalized to other libraries and programming languages.

From Copilot to Pilot: Towards AI Supported Software Development [31]

Summary

This study seeks to analyse the performance of Copilot. It investigates how Copilot performs compared to a human and the boundaries of the AI-supported tool. It introduces a taxonomy of software abstraction hierarchies and evaluates Copilot’s code suggestions on 25 Pythonic idioms, sourced from renowned Python developers, and 25 best practices in JavaScript, sourced from the AirBNB JavaScript coding style guide. They looked at Copilot’s top code suggestion and whether the idioms and best practices are listed in the tool’s ten
viewable suggestions. They also explored Copilot’s code suggestions for code smells. The study aims to help understand in which areas Copilot performs better than a human, and in which areas it performs worse.

**Conclusion**

They found that most generated code snippets contain insecure code (about 68% and 74% of code generated by InCoder and Copilot, respectively). They argued that while AI-supported software can be useful in managing coding syntax and warnings, more abstract matters such as code smells, language idioms and design rules are not yet resolved. They argued that AI-supported software development, where AI aids designers and developers in complex software engineering tasks, can be achieved. They concluded that AI can support designers and developers in more complex software development tasks, but there is still a lot of improvement that need to be achieved.

**Taking Flight with Copilot: Early Insights and Opportunities of AI-Powered Pair-Programming Tools [7]**

<table>
<thead>
<tr>
<th>Reference</th>
<th>P25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>C</td>
</tr>
<tr>
<td>Reason</td>
<td>testing the dev experience of using the tool</td>
</tr>
</tbody>
</table>

**Summary**

They conducted three studies to investigate how developers use Copilot: an analysis of forum discussions from early users, a case study of Python developers using Copilot for the first time, and a large-scale survey of Copilot users to measure its impact on productivity. The Copilot case study was conducted over two days, with researchers spending an hour with each participant. Participants in the Copilot case study were asked to launch Copilot via a pre-configured Code space, with descriptions and guidance given to point out features of Copilot. The function accepted an integer and returned whether it was a prime number. Participants understood the basics of Copilot and its functionality, they were asked to build a tic-tac-toe game with specific criteria. Then, they were asked to build a feature to email the researcher when a game is complete.

**Conclusion**

This study of Copilot revealed that developers spend more time reviewing code (as suggested by Copilot or other tools) than writing code. As AI-powered tools become more integrated into software development tasks, developer roles will shift so that more time is spent assessing suggestions related to the task than completing the task itself. In the context of Copilot there is a shift from writing code to understanding code, and initial user studies
suggest that this is an efficient way of working. However, this assumption may not always hold in different contexts and tasks, so finding ways to help developers understand and assess code and its context will be important.

5.3 RESULTS

5.3.1 Mapping study

In this section we will do the mapping study and present the table shown below of the mapping study.
Table 5.26: Mapping every paper to the corresponding methodology, technology and experimental design

<table>
<thead>
<tr>
<th>Paper</th>
<th>Research Methodology</th>
<th>Technology</th>
<th>Experimental design</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P2</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab Study</td>
</tr>
<tr>
<td>P3</td>
<td>Qualitative</td>
<td>Copilot</td>
<td>Secondary study</td>
</tr>
<tr>
<td>P4</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P5</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Field study</td>
</tr>
<tr>
<td>P6</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Field study</td>
</tr>
<tr>
<td>P7</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P8</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab Study</td>
</tr>
<tr>
<td>P9</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Field Study</td>
</tr>
<tr>
<td>P10</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Field Study</td>
</tr>
<tr>
<td>P11</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab Study</td>
</tr>
<tr>
<td>P12</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Lab Study</td>
</tr>
<tr>
<td>P13</td>
<td>Quantitative</td>
<td>AlphaCode</td>
<td>Lab Study</td>
</tr>
<tr>
<td>P14</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P15</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P16</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P17</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab study</td>
</tr>
<tr>
<td>P18</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P19</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab study</td>
</tr>
<tr>
<td>P20</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab study</td>
</tr>
<tr>
<td>P21</td>
<td>Mixed</td>
<td>Copilot</td>
<td>Lab study</td>
</tr>
<tr>
<td>P22</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Lab study</td>
</tr>
<tr>
<td>P23</td>
<td>Quantitative</td>
<td>Other</td>
<td>Lab study</td>
</tr>
<tr>
<td>P24</td>
<td>Quantitative</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
<tr>
<td>P25</td>
<td>Qualitative</td>
<td>Copilot</td>
<td>Simulated environment</td>
</tr>
</tbody>
</table>
Table 5.27: Mapping every paper to the corresponding experimental control, subject type and data collection method

<table>
<thead>
<tr>
<th>Paper</th>
<th>Experimental control</th>
<th>Subject Type</th>
<th>Data collection method</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P2</td>
<td>Controlled</td>
<td>Dataset</td>
<td>Observation</td>
</tr>
<tr>
<td>P3</td>
<td>Controlled</td>
<td>Dataset</td>
<td>Survey</td>
</tr>
<tr>
<td>P4</td>
<td>Controlled</td>
<td>Human</td>
<td>Interview</td>
</tr>
<tr>
<td>P5</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P6</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation/Interview</td>
</tr>
<tr>
<td>P7</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P8</td>
<td>Controlled</td>
<td>Dataset</td>
<td>Observation</td>
</tr>
<tr>
<td>P9</td>
<td>Non-Controlled</td>
<td>Human</td>
<td>Survey</td>
</tr>
<tr>
<td>P10</td>
<td>Controlled</td>
<td>Oracle</td>
<td>Observation</td>
</tr>
<tr>
<td>P11</td>
<td>Controlled</td>
<td>Oracle</td>
<td>Observation</td>
</tr>
<tr>
<td>P12</td>
<td>Controlled</td>
<td>Oracle</td>
<td>Observation</td>
</tr>
<tr>
<td>P13</td>
<td>Non-Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P14</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P15</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P16</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P17</td>
<td>Controlled</td>
<td>Dataset</td>
<td>Observation</td>
</tr>
<tr>
<td>P18</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P19</td>
<td>Controlled</td>
<td>Oracle</td>
<td>Observation</td>
</tr>
<tr>
<td>P20</td>
<td>Controlled</td>
<td>Dataset</td>
<td>Observation</td>
</tr>
<tr>
<td>P21</td>
<td>Controlled</td>
<td>Dataset</td>
<td>Observation</td>
</tr>
<tr>
<td>P22</td>
<td>Controlled</td>
<td>Oracle</td>
<td>Observation</td>
</tr>
<tr>
<td>P23</td>
<td>Controlled</td>
<td>Oracle</td>
<td>Observation</td>
</tr>
<tr>
<td>P24</td>
<td>Controlled</td>
<td>Human</td>
<td>Observation</td>
</tr>
<tr>
<td>P25</td>
<td>Controlled</td>
<td>Human</td>
<td>Interview/Survey</td>
</tr>
</tbody>
</table>
Table 5.28: Mapping every paper to the corresponding task, time and objective

<table>
<thead>
<tr>
<th>Paper</th>
<th>Task</th>
<th>Time</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Solving problems</td>
<td>2023</td>
<td>Code correctness/efficiency</td>
</tr>
<tr>
<td>P2</td>
<td>Suggest Code</td>
<td>2023</td>
<td>Code security</td>
</tr>
<tr>
<td>P3</td>
<td>Suggest Code</td>
<td>2022</td>
<td>Dev experience</td>
</tr>
<tr>
<td>P4</td>
<td>Develop a programming task</td>
<td>2022</td>
<td>Dev experience</td>
</tr>
<tr>
<td>P5</td>
<td>Develop a programming task</td>
<td>2022</td>
<td>Dev experience</td>
</tr>
<tr>
<td>P6</td>
<td>Develop a programming task</td>
<td>2022</td>
<td>Code efficiency/Dev experience</td>
</tr>
<tr>
<td>P7</td>
<td>Develop a programming task</td>
<td>2023</td>
<td>Code security</td>
</tr>
<tr>
<td>P8</td>
<td>Suggest Code</td>
<td>2023</td>
<td>Code correctness</td>
</tr>
<tr>
<td>P9</td>
<td>Develop a programming task</td>
<td>2022</td>
<td>Dev experience</td>
</tr>
<tr>
<td>P10</td>
<td>Solving problems</td>
<td>2022</td>
<td>Code correctness/usability</td>
</tr>
<tr>
<td>P11</td>
<td>Solving problems</td>
<td>2022</td>
<td>Code correctness</td>
</tr>
<tr>
<td>P12</td>
<td>Suggest Code</td>
<td>2023</td>
<td>Code security</td>
</tr>
<tr>
<td>P13</td>
<td>Solving problems</td>
<td>2022</td>
<td>Code efficiency</td>
</tr>
<tr>
<td>P14</td>
<td>Solving problems</td>
<td>2022</td>
<td>Code correctness</td>
</tr>
<tr>
<td>P15</td>
<td>Solving problems</td>
<td>2023</td>
<td>Code correctness</td>
</tr>
<tr>
<td>P16</td>
<td>Develop a programming task</td>
<td>2023</td>
<td>Dev experience</td>
</tr>
<tr>
<td>P17</td>
<td>Suggest code</td>
<td>2022</td>
<td>Code security</td>
</tr>
<tr>
<td>P18</td>
<td>Develop a programming task</td>
<td>2022</td>
<td>Code usability</td>
</tr>
<tr>
<td>P19</td>
<td>Solving problems</td>
<td>2022</td>
<td>Code correctness</td>
</tr>
<tr>
<td>P20</td>
<td>Suggest code</td>
<td>2022</td>
<td>Code security</td>
</tr>
<tr>
<td>P21</td>
<td>Suggest code</td>
<td>2022</td>
<td>Code security</td>
</tr>
<tr>
<td>P22</td>
<td>Suggest code</td>
<td>2022</td>
<td>Code efficiency</td>
</tr>
<tr>
<td>P23</td>
<td>Suggest code</td>
<td>2021</td>
<td>Code efficiency</td>
</tr>
<tr>
<td>P24</td>
<td>Suggest code</td>
<td>2023</td>
<td>Code usability</td>
</tr>
<tr>
<td>P25</td>
<td>Develop a programming task</td>
<td>2023</td>
<td>Dev experience</td>
</tr>
</tbody>
</table>
5.3.2 *Statistical results*

Figure 5.1 shows that out of the 25 studies analyzed, 7 were categorized under category A, while 8 were classified under category B. The remaining 10 studies were mapped to category C.

![Categories mapping statistics](image)

Figure 5.1: Categories mapping statistics

Examining the first dimension, time, the results changed over the years. In 2021, only one study were selected for the final list of papers. The majority of the results emerged in 2022. In 2023, nine papers have been included in the final list. These statistics can be seen in Figure 5.2

The second dimension we analysed is the technologies used in the studies. The majority of research was done using GitHub Copilot with 23 studies. Only one research paper has examined AlphaCode, and there were no papers on CodeWhisperer. We only choose one paper in the analysis were based on other language models using Codex and Gpt. These statistics can be seen in Figure 5.3

Then, we analysed the objective used in the studies. We were mainly concerned with 5 objectives. Code correctness which had 7 occurrences in the chosen paper. Code efficiency was examined 5 times in the papers. code usability only occurred 3 times in the final list
and code security 6 times. Finally, developers experience was examined 7 times in the final list. These statistics can be seen in Figure 5.4.

Then, we analysed the design used in the studies. We were mainly concerned with 4 designs. Lab study was the most used design in the papers with 11 occurrences. Simulated environment was occurred in only 9 studies. Field study occurred in 4 studies. The final value secondary study occurred only in one study. These statistics can be seen in Figure 5.5.

Then, we analysed the experiment control found in the studies. We found 23 experiments out of the 25 experiments were controlled while the other 2 were non-controlled. These statistics can be seen in Figure 5.6.

Then, we analysed the subject type. We were concerned with 3 subject types. Human subject type were found 13 times in the studies. We found 6 dataset out of the 25 subject types. Only 6 studies out of the total number of papers were found to be using an oracle for testing. These statistics can be seen in Figure 5.7.

Then, we analysed the Data collection type. We were concerned with 3 collection types. Observation type were found 21 times in the studies. We found 3 survey out of the 25
subject types. Only 3 studies out of the total number of papers were found to be using an Interviews for testing. These statistics can be seen in Figure 5.8.

Then, we analysed the Task. We were concerned with 3 tasks. Solving problems task was found 7 times in the studies. We found 8 developing programming tasks out of the 25 papers. 10 studies out of the 25 papers were using suggest code. These statistics can be seen in Figure 5.9.

Then, we analysed the methodology. We were concerned with 3 methodologies. quantitative were found in 16 studies. We found 7 mixed methodologies out of the 25 papers. Only 2 study out of the 25 papers were using Qualitative. These statistics can be seen in Figure 5.10.

5.4 DISCUSSION

Out of the 25 studies analyzed, 7 tested the tools in a pair programming environment, while 8 studies compared the code generated by the tools to code written by human developers. The high number of studies that fit within this scope may be because these tools are promoted as "AI pair programmers" and are intended to be used in this specific function.
Finally, 10 studies tested both the performance of the tools and the developers’ experience. This category had the highest percentage, which may be because these tools are relatively new and still in the early stages of testing.

The number of studies on this topic changed over time, from 1 in 2021 to 15 in 2022. This can be attributed to the release of Github Copilot, which is currently the state of the art tool in this field, at the end of 2021. As a result, research on this specific tool increased significantly in 2022.

However, the number of studies dropped to 9 in 2023. This can be explained by the fact that the study only covered the period up until April 2023, which is one-third of the year. It is expected that this number will significantly increase by the end of 2023, as this field is currently receiving a lot of attention, specially after the release of other tools like codeWhisperer.

The second analysis focused on the technology used in each study. Out of the total number of studies, 23 used Copilot in their analysis. This can be attributed to the fact that Copilot is currently the state of the art tool in this field and is being promoted by Microsoft as the "AI pair programmer". AlphaCode, on the other hand, only had one study included.
This could be due to the fact that AlphaCode is not as popular as Copilot at the moment and its main use is for solving programming contest problems. CodeWhisperer did not have any studies included in the analysis, which can be explained by the fact that it was only released in the second half of 2022 and didn’t get as much as Copilot. Only one study was included that used a different tool, which utilized Codex and GPT.

The third analysis focused on the objective of the studies. The most common objective in the papers was code correctness and dev experience, which can be attributed to the fact that people typically look for tools that are able to produce correct code and their effect on developers. The second most common objective was code efficiency. The last two objectives were code efficiency and code usability, with 5 and 3 studies, respectively.

In the fourth analysis, only one study was selected, which was a secondary study. Most of the selected studies were lab studies, which is the primary phase of testing. The second most common type of analysis was simulated analysis, which can be explained by the fact that these types of tools are already mature enough to be used in such environments. The least common type of analysis was field study, with only 4 studies. This can be due to the fact

Figure 5.5: Experiment design statistics
that testing software engineering in the field is costly for companies and research institutions.

Then we analysed the experiment control, most of the studies were lab studies and simulated environment studies this can explain the reason why most of the studies were controlled experiment with 23 compared to to more studies done in the field environments where there is less control over the groups. Then the subject types more than half were Human subject types and that’s a good indicator because it gives an estimate how the tool behaviour when pairing with humans.

then 6 studies were using oracles that can be explainable to the fact that using an online judge or a code test analyser is one of the simplest and effective ways to test the correctness and efficiency of generated snippets of code. Then the data collection method most of the studies were using observation and this to the fact that this is method is the most applicable one with datasets and oracle which can only be observed for the results. while other method like interview 3 studies and surveys can only be done on humans subject type.

The eighth analysis examined the task required for each study. Developing a task with the tool was examined 8 times, which is a good number because it is the most significant way to test if the tool can be used in pair programming since this is the way the tool will be
used on a daily basis. Solving problems was examined 7 times as well. Suggesting code in
different scenarios was examined 10 times, which is understandable as it fits with different
scenarios for testing the tool, such as examining datasets.

The final analysis focused on the research methodology, and the most commonly used
methodology was quantitative data analysis in 16 studies. This can be attributed to the fact
that most of the studies focused on checking correctness, efficiency, and security, which can
be tested using quantitative data. The second most commonly used methodology was a mix
of qualitative and quantitative data. Only two study relied solely on qualitative data, and
one of them was a survey done on different research papers.

5.5 Threats to Validity

There are two main threats to validity in this study. The first is related to choosing the
dimension values. The problem with choosing these values is that they are dependent on
each individual study, so there is no standardized method for choosing them. Additionally,
different researchers may have different interpretations of certain terms, such as code effi-
ciency versus code correctness. This can lead to inconsistencies in the analysis.

The second threat to validity is related to the use of code quality values in the objective dimension. While we followed the ISO standard, we found that many papers did not check for maintainability, reliability, or productivity. Therefore, we were only able to analyze three values for code quality.

Another potential threat to validity is that we primarily used search engines such as Google Scholar, IEEE Xplore, and ACM Library. There may be relevant papers on other databases that we were unable to find, which could impact the analysis.
Figure 5.9: Different tasks statistics

- Solving problems: 7
- Programming task: 8
- Suggest Code: 10
5.5 Threats to Validity

Figure 5.10: Used methodologies statistics
Yetistiren evaluated [43] and showed the effectiveness GitHub Copilot, Amazon CodeWhisperer, and ChatGPT, with respect to different metrics related to code quality. These metrics include Code Validity, Code Correctness, Code Security, Code Reliability, and Code Maintainability, and the aim is to determine the advantages and limitations of each tool. This study falls within the scope of this study, so it should have been included in the experiment but due to time constraint (it was published on April 23, 2023), we couldn’t include it so we gave a summary about it in this section.

They tested the code generation abilities of three tools, GitHub Copilot, Amazon CodeWhisperer, and ChatGPT, using the HumanEval Dataset as a benchmark. The code generated by these tools are assessed using the suggested metrics for measuring the quality of code. They are trying to test the tools for following attributes: valid, correct, secure, reliable and maintainable. They also tried to test the impact of utilizing docstrings on the quality of the generated code and utilizing meaningful function names on the quality of the generated code. The last thing they tried to assess in this study was how the code generation tools evolved over time.

Their metric for code validity is binary with two possible values, valid or not valid. They assessed code correctness by measuring the extent to which the generated code performs as intended, using problem-specific unit tests that come with the HumanEval dataset. They calculated average code correctness by dividing the sum of all code correctness scores by the problem count. They considered the code correctness score of invalid code generations as 0. They calculated average code correctness.

Finally, they used SonarQube to assess code security, code reliability, and code maintainability metrics. For code security, the term vulnerability is defined as a potential risk that compromises the security of the code. SonarQube’s Security Module is used to assess code security by calculating the number of vulnerabilities in a given code. To evaluate code maintainability, SonarQube counts the code smells present in the code. For code reliability, the number of bugs in the code is counted also using SonarQube.

They found that all code generation tools can produce valid code 90% of the time, but there is a chance that the generated code may be invalid 10% of the time, with similar types of issues. To improve Code Correctness scores, continuous input from practitioners is necessary. Longer and more complex prompts led to lower scores, while simpler instructions yielded higher scores.

ChatGPT was the most successful tool, while Amazon CodeWhisperer was the least successful. The text reports that practitioners of GitHub Copilot, Amazon CodeWhisperer,
and ChatGPT should expect code with some bugs and code smells, but they are not very common. If code smells are present, the average time to solve them is reported as 9.1 minutes for GitHub Copilot, 5.6 minutes for Amazon CodeWhisperer, and 8.9 minutes for ChatGPT. The text also suggests that practitioners should not expect secure code from the generators.

They found that new version of GitHub Copilot had 12% more passed-unit tests than its older version, while the updated version of Amazon CodeWhisperer resulted in 28% more passed-unit tests than its previous version, indicating that both tools have made significant improvements. They suggested that when using code generation tools, it is important to provide clear problem descriptions to obtain valid and correct code. Whenever possible, programmers should include a comprehensive explanation of the problem, along with sample unit tests in the form of docstrings, comments, or other forms of documentation during the solution generation process.

Another study is this one conducted by Sarkar [35]. They did a survey collecting papers to answer several questions. They composed 8 sections and with each section they are trying to collect set of papers to answer each section.

First section was Prior conceptualisations of intelligent assistance for programmers. They tried to answer Do humans only choose features powered by technologies that the AI research community would consider to be AI? Do we include those that use rules and guidelines created by experts? Systems that are able to make decisions that a human may not agree with, or those with a possibility of making mistakes?

Second section, A brief overview of large language models for code generation. This section is divided into two subsections, the transformer architecture and big datasets enable large pre-trained models. They introduced several LLMs starting from Word2Vec in 2013 to BERT in 2019. Second subsection, language models tuned for source code generation, they introduced here several publications, AlphaCode, codex and GPT-3.

Third section is Commercial programming tools that use large language models, They introduced here Github copilot and amazon codeWhisperer. Apart from Copilot, they introduced other commercial applications of AI-based autocompletion features such as Visual Studio Intellicode and Tabnine. They are less comprehensive than Copilot, and the user experience is similar to using the ‘traditional’ auto-complete, which is driven by static analysis, syntax and heuristics.

The fourth section, they examined the implications of AI models that generate code in terms of reliability, safety and security. These models have the potential to bring a variety of serious challenges, and determining the accuracy of the output is difficult due to the complexity of the generated software artifacts.

Existing methods such as HumanEval, MBPP and CodeContests are limited in their ability to evaluate code readability, completeness and potential errors. The next section,
Usability and design studies of AI-assisted programming, they collected several studies that compared code generation technologies to human performance.

Next section, they collected several feedback from using code generation tools and they presented in the study summary of the challenges that these programmers found. First one was Writing effective prompts is hard. second issue was The activity of programming shifts towards checking and unfamiliar debugging. Third finding These tools are useful for boilerplate and code reuse.

Section 8 was The inadequacy of existing metaphors for AI-assisted programming, which they were searching the AI assistance in different scenarios. First, AI assistance as search using the tool to search for examples. AI assistance as compilation is the second scenario, is that AI assistance is more akin to a compiler. In this way, programming using natural language prompts and queries is a type of higher-level specification which is "compiled" by the model into a source code in a lower level language. Last scenario is AI assistance as pair programming.

In contrast to search and compilation, which are comparatively impersonal tools, the comparison with pair programming suggests a more customized experience with assistance from a partner who understands the particular context and the desired outcome. AI-assisted programming can be more personalized to the extent that it can take into consideration the specific source code and project files.

Last section is the Issues with application to end-user programming. In this section they cited work that investigated, The advantages and difficulties of programming with LLMs that have been discussed not related to the professional programmer or a learner who is new to programming. These individuals usually don’t have a formal background in coding and understand the potential flaws that can be found in AI-generated code. Most people who do programming, however, are not in this category. They are everyday computer users who code to pursue a certain goal and these individuals typically lack the relevant knowledge and motivation to acquire the necessary programming skills.

They concluded that the use of commercially available tools based on these models has shown that they are a new form of programming. LLM assistance has an effect on almost all aspects of programming, from planning and writing to reuse, editing, comprehension, and debugging. It is similar to a highly advanced compiler, a partner in pair programming, and a streamlined search-and-reuse feature, but also has its own unique aspects which bring both challenges and possibilities for programming research that focuses on the needs of people. Additionally, it poses a big challenge in helping non-experts take advantage of these tools.

Kuttal [18] investigated the difficulties associated with pair programming, such as scheduling conflicts, collocation issues, role imbalance, and power dynamics. The trade-offs of replacing a human with an agent to provide benefits and alleviate the obstacles of pair programming were also examined. Gender-balanced studies with human-human pairs in
a remote lab with 18 programmers and Wizard-of-Oz studies with 14 programmers were conducted, and the results were analyzed both qualitatively and quantitatively.

The aim of this research was to assess the possibility of a conversational agent as a partner in a pair programming environment. Questions posed in this research included: Can the advantages of pair programming be maintained by replacing a human programmer with an agent? What sort of knowledge is exchanged between human-human and human-agent pairs? Do human programmers consider the agent as their partner?

This study compared the effectiveness of a human-human pair and a human-agent pair in a Wizard of Oz study. The wizards simulated the components of a conversational agent (such as speech recognition, intent understanding, dialogue state tracking, dialogue policy, response generation) using a constrained Wizard of Oz protocol.

The second study design was similar to the human-human study, except that a participant completed the task with the agent and were given an instructional tutorial on the agent itself, pair jelling was not incorporated, and the agent’s gender presentation was switched halfway through each study. After the task was completed, the participants were asked interview questions to get their opinions on the agent.

To evaluate the trade-offs of utilizing an agent in a pair programming environment, they compared and contrasted the transcripts, productivity, code quality, and questionnaire results from the human-human and human-agent studies, and the findings were verified with interviews. They examined each research question and its associated findings, with each finding being accompanied by relevant key takeaways.

They found that the comparison of the two studies showed no substantial differences in productivity, code quality, and self-efficacy. Agents were found to facilitate knowledge transfer, but unlike humans, they were unable to provide logical explanations or engage in discussions. Human partners showed trust and humility towards agents. This research demonstrates that agents can act as effective pair programming partners and opens up possibilities for new research on conversational agents for programming.

Robe [33] tested if the implementation of an interactive pair-programming conversational agent has encountered three difficulties: lack of benchmark datasets, absence of software engineering specific labels, and difficulty understanding developer conversations. To address these, a Wizard of Oz study involving 14 participants was conducted, and 4,443 developer-agent utterances were collected. An open coding process yielded 26 software engineering labels and a hierarchical classification scheme.

Three state-of-the-art transformer-based language models (BERT, GPT-2, and XLNet) were utilized to comprehend the labeled developer-agent conversations, and results were found to be interchangeable. Furthermore, developer-developer conversations on video hosting websites were investigated and a publicly available dataset (3,436 utterances) was labeled. Transfer-learning increased accuracy, however, developer-developer conversations were dis-
covered to be more implicit, neutral, and opinionated than developer-agent conversations.

This paper offers developer-agent conversational data, software engineering specific labels, and examines the utility of transformer-based language models and transfer learning for pair programming conversations. It includes four main contributions: presenting a hierarchical label scheme, manually labeling transcripts, gathering and classifying questions, and demonstrating the usefulness of transfer learning.

The findings have implications for programming virtual Q/A assistants, intelligent tutoring systems, and bots. It emphasizes possibilities for researchers and practitioners to build a pair-programming benchmark dataset, continue to investigate methods that will enhance the generalizability of training data, and finalize the remaining components of a pair-programming agent.

Almonte [1] created an overview of the systematic mapping review of recommender systems (RSs) for modeling and model-driven engineering (MDE) tasks in this work. Four categories domain, tooling, suggestion, and evaluation—were examined for classifying the 66 relevant studies. The majority of RSs were discovered to be knowledge-based, linguistically unrestricted, and employed for the completion and maintenance of artifacts.

There aren’t many RSs for model transformations or code generators, and offline experiments are still the most used evaluation method. In addition to outlining research prospects, the study predicts that RSs will become more significant in software engineering. Understanding the tasks that can be recommended, the suitable recommendation techniques and their evaluation procedures, as well as the open difficulties in the industry, is also helpful for tool developers and researchers.

In this research, recommender systems (RSs) for modeling and model-driven engineering (MDE) activities are reviewed systematically. A total of 151 papers were chosen after four reviewers looked over the abstracts of 1,456 different papers. These papers all made recommendations for modeling jobs. Based on standards for language, focus, and quality, the documents were chosen.

In the second phase, 89 papers were considered irrelevant, 9 papers were unavailable, and 53 papers were thought to be relevant. A final collection of 66 relevant papers was produced through a snowballing process in which 13 additional papers were chosen.

These 66 documents, which span nearly 16 years of research and 51 distinct methodologies, range from 2004 to September 2020. There is a rise in the quantity of papers on this subject, indicating a rise in interest in the subject.

The paper can help tool developers and researchers understand the tasks that can be recommended for, the recommendation techniques that can be used and how to evaluate them, and the unresolved issues in the field. The findings help to clarify the opportunities and difficulties that RSs for modeling and MDE tasks present as well as the opportunity for
the creation of novel tools.
CONCLUDING REMARKS

7.1 CONCLUSION

In this section we will use the results from the evaluation chapter and the discussion to answer the research questions.

RQ1 What is the current state of the automated code generation in the current research?

RQ1.1 How did the number of publications from the automated code generation change over time?

The publications in automated code generation for pair programming varied, starting from just one study in 2021, increasing to 15 studies in 2022, and then to 9 publications during the initial three months of 2023.

RQ1.2 What are the most used research methodologies in automated code generation?

There are three types of methodologies used in this field Quantitative, Qualitative and mixed. The majority of these studies are done quantitatively because the nature of testing such tools requires datasets, correct ratio or how much memory did it save etc. While still some studies used also qualitative or mixed results specially when it came to developer experience because it can be represented with qualitative data as well as quantitative like explaining difference in productivity.

RQ1.3 What are the research objectives in automated code generation?

The majority of the objectives used in automated code generation for pair programming were code correctness, how correct is the code produced by automated code generation tools. Code efficiency, how much is the code generated more efficient in terms of lines of code, better structure and space consumption, Code security, how secure was the code generated by the tool, Code usability, how usable and readable the code generated by the tools. Developer experience, how productive or how was his experience while using such a tool, was also an objective in this field of research.

RQ1.4 What is researched task in automated code generation?
The tasks in this field, varied from solving problems to develop a task using the tool or make the tool solve a scenario, to suggest code for different tasks.

RQ1.5 What are the used technologies in automated code generation?

The most used technologies in automated code generation, first most used one is GitHub copilot the state of the art of this field, CodeWhisperer was released second half of 2022 but it is expected to have place in this market. AlphaCode is used more for solving contest problems.

Then we are trying to answer the second main question"

RQ2 What are possible research gaps in the field of automated code generation?

There is multiple gaps in the field at the moment. First, is the technologies tested, the most used technology is Github copilot, even the other technologies is Codex and Gpt which all of them belongs to the same language model. Codex is the underline model for copilot and Codex is a modified GPT to produce code. So most of the studies are biased towards this language model. It is expected in the future with the release of CodeWhisperer that it encourage more research for other tools than the Openai tools but at the moment this remains a gap.

The second gap is the experiment design so majority of the designs were Lab studies designs or in a simulated environments designs. These environments can give you a good understanding of how the tool can behave in everyday problems. Another stage of testing still needed in this field which is closer to production and working with developers’ everyday problems.

Another gap is that they were no research that used iso standards when reviewing code quality. They were mostly using tools to assess the code quality aspects like usability. but there is no research that tackling the 6 aspects of code quality presented in this standard.

7.2 Future Work

There is two types of future works in this study. First future work within the study, like repeating the search process at the end of this year 2023, it is expected to have more papers that fits with the research scope. Also repeating the study when more research that covers CodeWhisperer comes to light. Repeating the search process when new tool emerge in this area. Also copilot would have been released for 2 years now so it is expected to have more
field studies testing the tool in the near future.

Second future work is related to the field code generation for pair programming in general. Testing other tools than the ones developed by Openai or has language models developed by Openai in its core so we can have a better vision how the technology of code generation can be used for pair programming. Second is following ISO standards when testing for code quality. Another future work field related is doing more field studies although it is more costly but it gives a better indication about the behaviour of tools in production. Finally is doing more interviews and surveys so can get more developers first hand experience about using the tools.
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