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ABSTRACT

Flaky tests in software development refer to non-deterministic tests with the potential to
inconsistently pass or fail across executions for the same source code version. Their presence
compromises the reliability on regression testing and hinders the software development
process. The common practice followed to point to these tests is rerunning them multiple
times until they manifest into inconsistent results. Besides the fact that rerunning is costly, it
is also not directly concerned with flaky test detection but rather with their aftermath which
is the intermittent failures. To address this issue, researchers have developed several machine-
learning-based tools for flakiness detection. However, these tools lack interpretability and do
not focus on providing meaningful insights into the root causes of test flakiness. Additionally,
some of them require test execution and access to Code Under Test (CUT).

We develop Path2Flake, an approach that utilizes code representations to extract infor-
mation from the test snippets. The root cause of flakiness is located in the code statements,
hence we use the code as the main guide to classification. The code representations are the
intermediary between the test snippets and the flaky test classification model. We represent
test cases by their Abstract Syntax Tree (AST) path-contexts. The neural classification model
learns the vector embedding of these representations. This encoding transfers rich informa-
tion from the test cases to the model to discriminate between flaky and non-flaky tests and
serves the goal of providing interpretability.

The approach is evaluated on a publicly available dataset, and the results suggest that
it is a promising direction of research to work upon. The results demonstrate that path-
context code representations are effective in the task of flakiness detection. Even though the
evaluation outcome does not provide solid evidence for the ability of the model to point to
flakiness root causes, the Path2Flake architecture and the meaningful encodings provide the
infrastructure to classify flaky tests and give explanations for the classification. This thesis
contribution is a preventive solution for flaky tests that does not require test execution for
classification and with the potential to provide developers with useful hints that can be
relevant to debugging flakiness.
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INTRODUCTION

Regression testing is a vital aspect of software development. It involves automated tests to
validate that implemented changes or bug fixes do not have an adverse impact on the soft-
ware. Software integrity is crucial to achieving high-velocity delivery of new features [46].
Tests should run reliably to ensure software integrity and point out any regression intro-
duced by recent changes [55]. Due to non-deterministic tests, this is not always the case,
and test failures do not always signal code bugs. Such tests are referred to as flaky tests.
This non-determinism is manifested as inconsistent passing or failing of these tests across
executions for the same version of source code [19, 29, 35].

Flaky tests” presence on projects affects the reliability on the test results and the project
itself [38]. Non-determinism makes it extremely challenging for flaky test results to be
reproduced. This makes debugging very cumbersome and time-consuming [38]. The burden
imposed on software development is significant. In a survey conducted at Microsoft by Lam
et al. [29] was found that flaky tests are the second most important reason, out of 10 reasons,
for slowing down software deployments. Flakiness in tests causes intermittent failures [31].
The prevalence of flaky tests and the negative impact that they cause on the development
process, emphasize the necessity for research on this topic [29, 44]. The main topics that
have emerged in this research domain are the analysis of the root causes and the detection
of flaky tests.

Flakiness detection is concerned with identifying tests that exhibit non-deterministic
behavior with the potential to inconsistently fail in the test suite. The most common
approach used when encountering failures from flaky tests is rerunning. This approach
attempts to unveil the inconsistency in test results, by running the test multiple times on
the same source code version [9, 12, 23, 30]. Rerunning failing tests is a prevalent practice
in the industry, where developers persistently repeat the execution with the hope that the
test will eventually pass [37, 38]. However, this practice is very inefficient and costly [12,
38]. Notably, Google spends between 2% and 16% of the test execution budget on running
flaky tests. Moreover, rerunning tests is merely a temporary fix that can hide code bugs.
Unveiling flakiness can be challenging, even after numerous reruns, and these repeated
executions impose substantial computational expenses [9].

Motivated to develop more efficient detection techniques, researchers implemented several
tools with different underlying approaches most of which are machine-learning-based [9, 20,
44]. Some of the approaches require access to Code Under Test (CUT), or manually predefine
the set of features. The meaningfulness and explanatory nature of the input used by these
tools is overlooked, making them weak in terms of interpretability. These tools leverage
information from test cases in different ways. Some of them rely on textual information,
meaning that they learn on the surface of the test snippets by applying Natural Language
Processing (NLP) techniques [9, 20, 44]. Others incorporate test rerunning logs and dynamic
instrumentation of test execution in their analysis to detect flakiness [12, 29, 35].



INTRODUCTION

An important component of a successful machine learning model is the input features
from the training data [27]. The representation of code is a critical factor in the performance
of machine learning models that are trained on source code [2, 7, 8, 24]. In order to
effectively utilize information from the test code for teaching the model to perform flakiness
detection, we should extract informative and meaningful code representations. Different
techniques can be used to represent code, such as tokenization, AST, or high-level graph-
based representations [2, 7, 57].

We present Path2Flake, an approach that leverages informative and meaningful code
representations to perform interpretable classifications of flaky tests. To that end, we
implemented a predictor that aims to indicate whether and why a test is flaky. We use AST
path-contexts as code representations because they allow us to exploit the structured nature
of the code [2, 7]. Our work is an attempt towards providing preventive solutions for flaky
tests. As opposed to some of the currently developed flaky test predictors, we identify such
tests before executing them to avoid their adverse manifestation. As such, Pathz2Flake is a
static approach, meaning that it does not require access to the CUT or test execution to do
the prediction. This is motivated by one of the study implications conducted by Luo et
al. [35], who state that most of the flaky tests are flaky the first time they are written, hence
we should develop techniques that detect such tests without executing them. We also focus
on reducing the debugging efforts by providing the developers with useful information for
the flakiness outcome label. The encoding of test cases coupled with the architecture of the
neural attention model serve the goal of giving implicit information about the root cause of
flakiness [53].

We evaluated Pathz2Flake on a publicly available dataset labeled by Alshammari et al. [9].
This dataset contains 20,783 test cases as part of 24 Java projects. The results indicate that
path-contexts as test case representations are effective in the task of flaky test classification.
This is evident from the performance results of Path2Flake compared to the baseline
classifiers and to the state-of-the-art. Such results are evidence of a promising approach in
the direction of interpretable flaky test classifiers. As the initial endeavor in this direction,
Path2Flake establishes the necessary framework for classifying flaky tests and offering
explanatory insights into the classification.



BACKGROUND

In the following sections, we briefly discuss flaky tests and their root causes. Given that the
objective of this thesis is to offer a preventive solution by detecting flakiness, it is crucial to
differentiate between flaky tests and intermittent failures. Additionally, we will delve into
the topic of code representation, as it is fundamental to our approach in combination with
the attention neural model.

2.1 FLAKY TESTS

Flaky tests are tests that can exhibit non-deterministic results, i.e. the outcome may not be
consistent across multiple executions despite the unchanged code. Luo et al. [35] define
flaky tests as those that can intermittently pass or fail, for the same code version. In this
definition, there is no regard to the executing environment, which according to Fowler [21]
can affect the manifestation of the flakiness. Eck et al. [19] uses the following definition:
“Software tests are flaky when they exhibit a seemingly random outcome despite exercising
code that has not been changed.”

Flaky tests compromise the purpose of the test suites that validate the software changes
and that make sure no existing functionality is broken. With such unreliability introduced
to testing, there is an increase in effort and time to diagnose issues that do not exist or
to overlook actual bugs [21]. Additionally, such tests are prevalent, especially on large
codebases. At Google, a daily average of 73K out of 1.6M (4.56%) test failures were caused
by flaky tests [38]. As a result, test flakiness has emerged as an important research topic.

2.1.1  Intermittent failures vs Flaky Tests

It is important to make the distinction between flaky tests and intermittent failures. Intermit-
tent failures are job executions that pass and fail at least once under the same configuration
during software testing or system operation [21, 31]. Failures caused by the potential of
flaky tests to fail inconsistently are called intermittent failures [31, 51]. These failures are the
manifestation of flaky tests. However, flaky tests are not the single reason for intermittent
failures to occur, as other underlying infrastructure issues may be the cause [31]. Intermittent
failures and flaky tests are related concepts but are not identical.

Intermittent failures are typically caused by environmental factors, such as race conditions
or system load, that affect the behavior of the system under test [49]. Flaky tests, on the
other hand, are usually caused by issues in the test code, such as timing or synchronization
problems, that introduce non-deterministic behavior [29, 35, 44].

Tufano et al. [51] differentiate between intermittent failures and flaky tests, with intermit-
tent failures being characterized by being unreproducible or sporadic failures that can be
eventually fixed with a small number of modifications, and flaky tests being characterized
by producing inconsistent results due to some kind of non-determinism in the test code.
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Addressing intermittent failures typically involves identifying and resolving environmen-
tal issues that affect the system under test, while addressing flaky tests typically involves
refactoring the test code to eliminate sources of non-deterministic behavior [49].

Flaky tests can fail due to their flakiness manifesting as intermittent failures but also due
to code bugs resulting in legitimate failures. In such cases, many legitimate failures are
ignored as a result of high level of false positives [38]. We aim to find a preventive solution,
hence we focus on the detection of the test flakiness itself before the failure occurs.

2.1.2 Flaky tests Root Causes

The widespread presence of flaky tests in projects, especially large-scale ones, has a signifi-
cant impact on productivity and computational resources [31, 38]. Even if the number of
distinct flaky tests is not very high, the number of failed builds they can cause is signifi-
cant [29]. This fact motivates many research studies done on flaky tests, specifically on their
root causes. However, such tests are very difficult to investigate as flakiness is challenging
to reproduce [29].

Researchers have pinpointed some root causes that introduce flakiness in tests [29, 35,
44]. The categories of these root causes can overlap with each-other. Luo et al. [35] analyze
the commit history of all projects from the Apache Software Foundation. After the filtering
phase, they end up with 486 commits that perform flaky test fixes and investigate 201 out
of them to define the root causes of flakiness. One of the prominent causes of flaky tests
are asynchronous waits. Such a scenario occurs when the test performs asynchronous calls
whose output is crucial for the rest of the test execution and is not available when needed
to be used. These calls being asynchronous, are not always quickly responsive. An example
of such a flaky test is the test snippet in Listing 2.1. This test case is part of the HBase
project in the dataset analyzed by Luo et al. [35]. This test starts a server firstServer and
waits for it to ping back using Thread.sleep(2000). If the response is not received on time,
the subsequent assertion fails. Tests that rely on such calls are flaky, with the potential to
fail and pass inconsistently. In the study of Luo et al. [35], 46% of commits belong to this
category.

Listing 2.1: A flaky test caused by asynchronous waits

@Test
public void testRsReportsWrongServerName() throws Exception {
MiniHBaseClusterRegionServer firstServer =cluster.getRegionServer(0);
firstServer.setHServerInfo();

// Sleep while the region server pings back
Thread.sleep(2000);
assertTrue(firstServer.isOnline());

. // similarly for secondServer

Another prevalent root cause of flakiness is concurrency [29, 35]. In this case, flakiness
stems from the non-deterministic interaction of threads, examples of which are deadlocks
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and data races. Several threads may attempt to simultaneously perform modification on a
source, and this may cause the manifestation of flakiness. A possible solution is ensuring
synchronization and making threads execute atomically. In the study of Luo et al. [35], 20%
of commits belong to this category.

In many test cases, operations that rely on randomly generated numbers are frequently
utilized [29]. An example of this kind of flaky test, from Microsoft’s test suite, is presented in
Listing 2.2. This test instantiates a random object without a seed, which implies the default
seed to be the system time. Executing Random() .Next () consecutively may generate the
same id [29]. The unpredictable nature of random values can result in tests either passing
or failing. The timestamp at which the random generation occurs can be used as a seed. If
the interval between generation of values is very small, the seed will not change causing the
test to potentially fail. System time is also another source of flakiness where granularity
and timezone changes are the most prominent ones [29].

In addition, flaky tests were found to be associated with other factors, such as test
smells [16, 42]. Test smells are defined as poor design and implementation practices, whose
presence may negatively affect comprehension and maintenance of test suites [18, 51]. Such
smells are: duplicate test code leading to inconsistencies in test results, as changes to one copy
of the test may not be reflected in the other copies; test code fragility, overly dependent on the
implementation details of the system under test can break easily when those details change;
assertion roulette, presence of more than one assertion, so if one may fail it is difficult to define
which one; sleepy test, rely on delays invoking the thread.sleep() method to accommodate
asynchronous operations, etc.

Listing 2.2: A flaky test caused by random values

class TestAlertTest {

void TestUnhandledItemsWithFilters() {
TestAlert tal CreateTestAlert();
TestAlert ta2 = CreateTestAlert();

Assert.AreNotEquals(tal.TestID, ta2.TestID);

}

TestAlert CreateTestAlert() {

//random object that introduces flakiness in the test
int id = new Random().Next();

return new TestAlert(TestID = id, ...);
}
}

These and other root causes, such as resource leakage, test order dependency, network,
Input/Output (1/0) operations, floating point operations, are the focus of researchers and
developers to find ways to easily identify and tame them [35].

All these root causes are mostly concerned with the test code itself rather than Code
Under Test (CUT). Additionally, access to the production code is not always easy to obtain.
Hence, flakiness detectors that include CUT in the analysis have issues with scalability and
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lack of permission to access CUT [20]. Hence, we focus on the static analysis of flaky tests,
rather than the dynamic one.

2.2 CODE REPRESENTATIONS

The amount of source code available in large repositories makes it a great subject of study
for software engineering applications. Additionally, alongside source code, there is a great
amount of metadata related to it that explains changes, bug fixes, and code reviews [2].
Learning from these repositories can help in leveraging many good programming practices,
bug-fixes, to transfer knowledge into recommendation systems, code analysis tools, flakiness
detection, and other tasks [2, 4, 8, 56]. Writing and maintaining source code is a crucial
activity for programmers and developers. Since the source code on which is operated is
huge, the costs are also considerable [5]. The availability of “big code” suggests a new,
data-driven approach to tackle such issues [2]. A promising option is machine learning,
whose power stands in the ability to generalize from examples and handle noise [22].
It has already been used in many applications to replace heuristics and manual feature
engineering.

One of the essential aspects of a satisfactory machine learning model is the training
data [27]. In this case, source code is the data fed into the model for performing particular
tasks. To effectively utilize the information embedded in the source code, it is essential
to supply the model with informative and meaningful code representations [2, 4]. Code
representations are the intermediary between the machine learning model and the source
code used for training [52]. Many researchers have developed approaches for extracting
code representation ranging from the ones based on token streams to those based on data
and control flows.

2.2.1  Natural Language vs Programming Language

Source code has been handled as natural language text by being exploited through the lenses
of NLP techniques. The main argument behind this approach is the naturalness hypothesis
of code, formulated by Hindle et al. [25], according to which: Software is a form of human
communication; software corpora have similar statistical properties to natural language corpora; and
these properties can be exploited to build better software engineering tools. Continuing this line of
thought, it is reasonable to say that code has rich patterns similar to natural language that
can be exploited using NLP techniques. This unlocks the possibility to learn how developers
naturally write code, introducing development in code generating domain. As being written
by programmers using conventions, idioms, and readable style, code is more predictable.
Viewing source code from this perspective encourages learning program properties on
the surface of the code snippets [6, 8]. However, as much as it is similar to natural language,
source code has clear differences. Code is executable and as such, it has formal syntax and
semantics [2]. It may be a "medium" of communication between programmers but code
should be comprehensible by the machine as well. This makes code not as flexible as natural
language. Formal syntax and semantics impose a structural nature on code which encodes
many program properties [8]. This structure and difference to natural language should be
leveraged in order to ensure effective learning on the source code. Code representations
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should be able to capture this structure in order to transfer to the machine learning model
as much information as possible [7].

2.3 NEURAL ATTENTION MODEL

Attention mechanisms in neural models are a powerful technique, allowing networks to
selectively focus on different parts of the input data when making predictions or generating
output [53]. As such, the attention mechanism provides interpretability and also a more
effective learning process. Interpretability stems from the weights that the attention mecha-
nism assigns for each input, which are learned during training [8, 39]. These weights encode
the contribution each input had in calculating the model’s classification output. Also, being
able to focus on relevant input for the particular classification task, guides the model to
learn from informative input, making it more effective [52].

Consider the input vectors xg, X1, ..., Xn to the attention layer. Attention vector a is made
of attention weights « which factor the inputs in a linear combination:

n
y=) %

i=1
This linear combination produces a single output y, used further in classification. Given
attention vector a and input values, individual weights can be retrieved as:

_ ep(a)
L exp(xT - )

a;

This attention mechanism was introduced by Luong et al. [36], and we use it to aggregate
the AST path-context vectors into a single code vector representation, which is the input to
the flakiness prediction layer of the model. Attention weights identify the paths in code that
are most informative in detecting flakiness.

2.4 OPTIMIZATION ALGORITHM

Optimization algorithms are used to find the optimal set of parameters that result in the
best model performance. One of the widely used optimization algorithm is Adam (Adaptive
Moment Estimation). This algorithm, introduced by Diederik P. Kingma and Jimmy Ba [28],
is part of the optimization approaches with adaptive learning rates. The learning rate is a
network hyperparameter that controls the step of change applied to the model parameters
to reach convergence and find the minimum of the loss function. Large learning rates
lead faster to the minimum but may never reach it due to the big steps it takes. Small
learning rates, take smaller steps to reach convergence, but results in a longer training
time and are prone to stuck in local minima [14]. Adam computes adaptive learning rates
for each parameter by taking into account the first and second moments of the gradi-
ents [28]. The first moment is the average of the gradients, while the second moment
is the average of the squared gradients. The algorithm uses these moments to calculate
an exponential moving average of the gradients, which is used to update the parameters.
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This optimization approach is formalized by Goodfellow et al. in their book “Deep
Learning” [22], as below:

Algorithm 1 (Adam)

Require: Step size €

Require: Exponential decay rates for moment estimates, p1 and py in [0,1)
Require: Small constant <y used for numerical stabilization (default : 10~8)
Require: Parameters 0

Initialize 1st and 2nd moment variables s = 0,r = 0

Initialize time step t = 0

while stopping criterion not met do
Sample a minibatch of m examples from the training set x', ..., x™ with corresponding labels y'
Compute gradient: g = LV y,(L(x';0),')
t=t+1
Update biased first moment estimate: s = p1s + (1 — p1)g
Update biased second moment estimate: ¥ = por + (1 — p2)g - &

Correct bias in first moment: § = °

o
Correct bias in second moment: # =
2
U0 — 8
Compute update: VO = —e o
Update parameter: 0 = 0 + V6
end while

The first and second moments allow the optimizer to update the parameters based on the
exponentially decaying moving average of recent gradients. This way the convergence is
reached faster and the very past gradients effect is faded. The bias corrections are performed
to discard the bias introduced by the p; and p; initialization. The hyperparameters p; and p>
control the decay rates of the moving averages. According to the authors Diederik P. Kingma
and Jimmy Ba [28] these hyperparameters need no tunning, however, it is advised [40] to
tune the initial learning rate’.

1 Hyperparameter tunning is explained in Section 5.3.2



RELATED WORK

Several researchers and practitioners have studied the recurring problem of flakiness in
regression testing. The existing work in this area can be broadly classified into two categories:
the first being related to the analysis of root causes, and the second related to flakiness
detection. One potential solution to detecting flaky tests is to leverage informative code
representation approaches. Machine learning-based approaches that learn from source code
use mainly one of the following code representation approaches: tokenization, tree-based
representations, and high-level graphs.

3.1 ROOT CAUSE ANALYSIS

The first extensive study on flaky tests is done by Luo et al. [35]. The authors analyze in
detail 201 commits that likely fix flaky tests from 51 open-source projects from the Apache
Software Foundation. The outcome of this analysis is the list of common causes of
flakiness, attempts for detection, and fixing strategies. Asynchronous Wait, Concurrency,
and Test Order Dependency are three of the ten root causes that account for 77% of all
commits [35]. This study includes code examples of flakiness for each cause, which provides
some root-specific patterns.

Another study on the same topic was conducted by Lam et al. [29] whose results were
similar to Luo et al. [35]. This study provides a tool called RootFinder that analyzes the
logs of passing and failing executions of the same test to suggest method calls that could
be responsible for the flakiness. This tool is based on Torch Instrumentation, which
produces instrumented versions of all of the tests” dependencies, by logging various runtime
properties. These instrumented versions of tests are run 100 times in an attempt to produce
logs for both passing and failing executions, which are analyzed by RootFinder to point
out the cause of flakiness.

Other research has established a relationship between test smells and flaky tests [11, 51].
In the study of Palomba and Zaidman [42], refactoring the tests fixes the flakiness in all the
tests containing the code smell. As flakiness may originate from test smells, such studies
motivate our own study of building code representations that capture these test smells.

3.2 DETECTING FLAKY TESTS

The commonly used approach to point to flaky tests which is concerned with their man-
ifestation as intermittent failures, is rerunning. Failing tests are rerun multiple times, to
examine whether a test failure is caused by a newly introduced bug or by the presence of
flakiness in the test [35]. This approach is not directly addressing flakiness but rather its
manifestation as an intermittent failure. A flaky test that rarely exhibits its flakiness makes
the practice of rerunning ineffective. Also, it requires significant computational resources [12,
38]. DeFlaker [12] is a tool that monitors code coverage of the test cases and marks as



10

RELATED WORK

flaky only those tests that failed while running on unchanged code. Similar tools that use
the rerunning approach are iDFlakies [30] and NonDex [23].

Due to their inefficiency, work has been done to replace rerunning-based tools with more
sophisticated ones, which are predominantly machine learning-based. As mentioned in the
previous section, test smells are used as indicators for flakiness in tests. Camara et al. [16]
proposed an approach for predicting test flakiness using test smells as prediction features.
This tool dynamically gathers information about test execution and includes the production
code in its analysis. Sometimes access to production code is not easy to obtain [20]. This
hindrance and the limited scalability circumscribe the use cases of such dynamic tools.

One of the detectors, part of the static detection tools family, is the vocabulary-based
approach [44]. Pinto et al. [44] concluded that flaky tests seem to follow a set of syntactical
patterns. Hence, this fact was utilized by implementing the NLP techniques to predict the
flakiness of a test even before running it and without accessing CUT. In order to employ NLP
techniques for prediction, tokens such as identifiers and method names are extracted from
the test code. After some preprocessing steps, these tokens serve as input for the machine
learning algorithm.

This work aimed at an automated lexical analysis of test cases and inspired the develop-
ment of FlakeFlagger by Alshamari et al. [9] with some improvements and corrections.
Alshammari et al. [9] proposed to predict flaky tests using dynamically computed features
capturing code coverage, execution history, and test smells. This study shows that some
of the features used by Pinto et al. [44] on the vocabulary approach were not useful in
identifying flakiness, as the occurrence of these features on flaky tests was only a pattern of
the specific projects used in that study.

Flakify [20] is a black box classifier that uses the CodeBERT language model that
was pre-trained on a large, unlabeled dataset containing English text as well as source
code written in six different programming languages. Hence, F1akify does not require
a pre-definition of features to be used as predictors for flaky tests. It is a neural network
made from a multi-layer bidirectional transformer. The complex way data is processed and
the many data vector aggregations lose the interpretability, hence the name black-box [34].
Our work goes in the opposite direction, where we try to explain the results through code
representations’ contribution to outcome calculation. F1akify may have high accuracy but
giving up a small tolerable percentage of it can provide valuable explainability.

3.3 CODE REPRESENTATIONS

Many software engineering tasks are aided by the introduction of machine learning and
deep learning. Source code is subject of exploration for a wide spectrum of program analysis
tasks. Researchers have developed approaches for extracting code representation ranging
from the ones based on token streams to those based on data flows.

3.3.1 Code as a Stream of Tokens

In many existing approaches, NLP methods are applied to source code to get code repre-
sentations. They are built on top of the conjecture that most software code is also natural
like languages, in the sense that it is created by humans, and thus, like natural language,
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it is also likely to be repetitive and predictable [25]. F1lakify predictor, mentioned in the
previous section, uses CodeBERT to construct informative code representation to learn the
correspondence between flakiness and patterns in test cases [20].

Pinto et al. [44] in an attempt to define the vocabulary of the flaky tests, use tokens
as code representations on which they apply the bag-of-words naive method [44, 58].
FlakeFlagger also is a predictor that learns vector embeddings for code tokens, among
other features, to perform flakiness classification. Source code is treated as text, even in
many automated code review studies, beyond the realm of flakiness classification. One
example is work done by Allamanis et al. [3] and Iyer et al. [26], whose goal is to perform
extreme code summarization by pushing sub-tokenized code snippets into a convolutional
attention model. Code tokens are leveraged to find important locations in source code by
extracting position and context-dependent features of tokens.

3.3.2 Tree Based Representations

NLP techniques have the major drawback of not being able to capture and use the structured
nature of code. Attempting to overcome this issue and to build more informative code
representations, many authors have used abstract syntax trees. AST representations can
capture regularities and code patterns in a more effective and efficient manner compared to
tokens.

Code2vec is one of many tools that embrace the structured nature of code and learn vec-
tor embeddings from the AST path representations of code snippet [8]. Such representations
are used as input for a neural network that performs automatic code review, specifically,
method naming. The paths extracted from the AST transfer meaningful syntactical informa-
tion and latent semantics to the network. Our approach is mainly inspired by this work and
adapted for the flakiness detection task.

There is also an analogous bimodal approach to CodeBERT but using tree-based rep-
resentation rather than the token stream of code [5]. This model is defined based on the
assumption that code is conditional upon language. The code snippet component of the
bimodal data is represented by the parse trees and partial parse trees. Terminal nodes are
explicit occurrences in the code snippet. The application of this approach is performing
retrieval tasks, such as retrieving source code given natural language input and vice-versa.

Programmers write code not simply to be executed by a computer, but also to commu-
nicate to later developers who will adapt, update, test, and maintain the code [2, 4]. Such
code is called idiomatic. Idioms themselves are syntactic patterns that encapsulate a certain
function or information and occur frequently. HAGGIS is a tool that mines source code
to uncover interesting code patterns specifically idioms [4]. The code representation the
authors use is a parse tree. They use parse trees as the component, the importance of which
is measured, in order to output idioms.

Tree-based representations are used as input for TBCNN. Mou et al. [39] encode AST
nodes as vector embeddings and introduce the notion of the continuous binary tree which
overcomes the problem of the varying number of children in the AST depending on the code
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snippet length. The use case of this network is program classification based on functionality
and pattern detection. This approach is visualized in a high-level scheme in Figure 3.1".

27
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Figure 3.1: The architecture of the TBCNN. The main components in their model include vector
representation and coding of the nodes, tree-based convolution, and dynamic pooling.
Then the classification is performed by a fully-connected hidden layer and an output
layer with softmax activation function [39].

3.3.3 Graph Code Representations

There are two signal sources in source code that cannot be captured by previously described
code representations: data flow and type hierarchies [57].

Graphs can be a suitable way to represent code components in situations where distant
dependencies need to be taken into account for certain tasks. Zhang et al. [57] use graph
code representations as input in a Graph Neural Network, that identifies variable misuse
and performs variable naming. The process of constructing a graph of source code is based
on the AST of the code. Nodes of AST are connected with child edges and next token edges
to represent the hierarchy of the nodes. There are also edges that capture the data flow in
code, namely, last read and last write edges which keep track of uses and updates of terminal
nodes representing variables. These and many other edges, ensure that rich information on
code semantics is captured by the graph code representation.

The domain of security also utilizes graph-based representations of code. Aiming to
find vulnerabilities, Yamaguchi et al. [56] use a comprehensive graph representation of
source code, called code property graph. Code property graph is a merge between AST,
control flow graphs, and program dependency graphs. This representation is exploited and
inspected by graph traversal methods. The large number of code properties captured by
this representation enables the development of specific vulnerability-catching templates,
that are able to efficiently work on a large amount of source code.

1 This figure is taken from the paper “Convolutional Neural Networks over Tree Structures for Programming

Language Processing” by Mou et al. [39]
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In this chapter, we describe in detail the approach we follow to build Path2Flake. We focus
on the code representations extracted from the test cases, which serve as input features for
the classification model. Additionally, we will explain the model’s architecture and the main
operations that take place during model training and classification.

4.1 TEST CASE DECOMPOSITION

The aim of this thesis is to detect the flakiness of a test case using machine learning and
provide an explanation for the model’s outcome. Predicting a program property given
a code snippet requires a meaningful and informative encoding of the snippet, which is
the input to the machine learning model. This encoding, also called code representation,
should aid effective learning and also augment the interpretability of the model. As already
described, there are various code representation options, such as a stream of tokens, parse
trees, data flow graphs, control flow graphs, and the like. In deciding how we will represent
the test cases, we consider the following trade-off between program analysis and learning
effort.

4.1.1  Program Analysis and Learning Effort Trade-off

Deciding on the code representation that we use to train the machine learning model for
detecting flakiness in tests is very important. The code should be represented in a way
that facilitates effective and efficient learning [2]. The model should be able to provide
accurate classifications and to generalize to unseen code snippets [22]. To that end, the
test case representations should contain sufficient information to encode semantics that
hint at the possible flakiness root causes. Additionally, representations should be granular
enough to avoid sparsity and overfitting [7]. Sparsity is the problem of having unique
and complex input, that does not occur frequently enough among the data points [8]. Its
presence obstructs the model’s ability to find a relationship between test cases and flakiness.
Code representations should also be interpretable pointers in test cases, explaining the
model’s output label.

Source code has been handled like text in many cases by applying NLP techniques that
are developed for natural language text. This approach is motivated by the argument that
code, just like natural language, is written by humans and as such, it has regularities that
can be exploited by NLP techniques [2, 25]. An example is learning on the surface of source
code, by extracting all tokens from a code snippet and using these token streams as code
representations.

However, source code has a rich syntactic structure, as opposed to text which is a flat
sequence of tokens [2, 7, 25]. In this case, feeding code tokens as input would require the
model to learn any syntactic and semantic regularities from scratch, as they are not encoded
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Figure 4.1: Learning effort - Program Analysis effort trade-off [8]: as the graph line indicates, the
further in the right of the x-axis the code representation is positioned, the higher the
analysis effort they require to be constructed. This analysis effort increase corresponds
to the inverse change of the learning effort, which decreases when using these code
representations.

in such representations. This demands a high learning effort but a low program analysis for
extracting representations [8].

Alternatively, code representations can be built using data or control graphs as in [56,
57]. The structure and syntax of a programming language are preserved in graphs, which
makes these representations very informative. However, the program analysis demanded
is extensive, as building data or control graphs out of code snippets is computationally
expensive and has a tendency to cause overfitting [7, 8].

A commonly employed method for extracting code representations from snippets is the
use of Abstract Syntax Tree (AST) paths, which is a technique embraced by the authors of
these studies [4-6, 8, 39]. AST paths are the middle ground in this trade-off as they encode
syntactical information of the code, lowering the learning effort. Additionally, they are easy
to extract and avoid sparsity by decomposing the snippet into paths that can occur among
other snippets [8]. The way code representations are positioned in the scope of learning and
analysis effort, is visualized in Figure 4.1".

Examining the trade-off and aligning it with our objective of predicting flakiness in test
cases, we represent the test snippets using AST path-contexts. This choice accommodates
the need for effective learning and for interpretability and is based on the approach used
by Alon et al. in [7, 8]. By representing a code snippet using its syntactic paths, we can
capture regularities that reflect common code patterns [8]. We make such a choice for code
representation, assuming that the model learns a correspondence between flakiness and
AST path patterns that hint at this property. We conjecture that AST paths are meaningful

1 The figure is from the presentation of code2vec by Alon et al. [8] in the conference of the 46th ACM SIGPLAN
Symposium on Principles of Programming Languages (POPL 2019).
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enough to encode flakiness root causes and teach the model to discriminate between flaky
and non-flaky tests. AST paths coupled with an attention mechanism are utilized to provide
a developer with an informative explanation of why PathzFlake produced a particular
flakiness label.

4.1.2  AST path-contexts as test case representations

Each test case is decomposed into AST paths. These AST paths are made of tree syntactic
paths between every pair of elements in the test case. To decompose the test snippet we first
build the AST for each test case, whose definition is the following:

Definition 1 (AST)

An Abstract Syntax Tree is a tree representation of the syntactical structure of source code written
in a programming language. Nodes in an AST represent various syntactic elements of the code,
where non-terminal nodes represent the statements or operators, and the terminal nodes represent
the operands or variables, which are token occurrences in the test snippet.

First, the test case is parsed to build the AST. An example of an AST is illustrated in
Figure 4.2, which is built by parsing the test snippet in Listing 4.1. We traverse and visit the
nodes to extract the syntactic paths, defined as:

Definition 2 (AST path)

An AST path is a path between nodes in the AST that begins at a terminal node ny, traverses through
a sequence of intermediate non-terminal nodes na, ..., ny, and concludes at another terminal node
Ny41. Along with these nodes, there is also a direction specification, either up or down, describing
how the path navigates in the tree. So, AST path is defined as the sequence:
nidy, ..., Ndghgy 1, where  ny, Ny, € terminal nodes,

Ny, ..., N € non-terminal nodes,

di € {T/ i}

AST paths have two important properties: path width and path length. The horizontal
distance of two nodes with an immediate mutual parent is defined by the path width. The
path length is the number of intermediate non-terminal nodes that make up the path from
one terminal node to the other. These properties guide the level of complexity encoded by a
code representation. From the definition of AST paths we derive:

Definition 3 (AST path-context)

An AST path-context is a tuple < t1, p, tyy1 >, containing the starting terminal node token t, the
AST path p itself, and the ending terminal node token tyq1. The tokens are associated with the AST
terminal nodes ny and ny_q respectively. So, AST path-context is defined as:

< ty, (mady, ey Mpdiipeg 1), by >

By using AST path contexts, our model can learn rich representations of code by capturing
not only the relationships between programming constructs but also their relative positions
within the code structure. This is important because the position of a construct in the code
can impact its meaning or role. Such contextual information is particularly important in
detecting flaky tests, as the order of the statements inside the test can affect the flakiness
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Listing 4.1: A flaky test caused by asynchronous waits

@Deployment public void testAsyncTask(){
waitJobs(5000L,200L);
assertEquals(0,managementService.createJobQuery().count());

}

Method
Declaration

Marker
Annotation
Xpr

void testAsyncTask

Expression
Stmt

Expression
Stmt

Deployment

5000L 200L

count

management createJob
Service Query

Figure 4.2: AST of a test case snippet

manifestation. By incorporating AST path-contexts, models can better understand these
positional differences and their implications on the code’s behavior.

4.2 BUILDING CODE REPRESENTATIONS

After we determine the test case representation to use, we continue with describing the
process of building and extracting them. We explain how to transform the test snippets into
machine-learning comprehensible inputs.

4.2.1  Path extraction

The first step in extracting code representations out of test cases is parsing. We use flaky
and non-flaky tests written in Java, as input to a parsing process, which builds ASTs for
each test case. In Figure 4.2 we show the AST of the test snippet from Listing 4.1. Terminal
nodes, which are marked in green, are occurrences in the test snippet. Non-terminal nodes
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are marked in grey and represent the language constructs such as; statements, loops,
expressions, declarations, and the like.

The process of extracting all possible syntactic paths between all pairs of test case elements
involves traversing the AST. These paths together with terminal node values build the path-
contexts, which are used to represent the test case.

Example. In Figure 4.2 we have highlighted an AST path-context between the terminal
tokens waitJobs and assertEquals:

<waitJobs, (MethodCallExprfExpressionStmt1TBlockStmt)ExpressionStmt/MethodCallExpr),assertEquals>

We extract every path-context between pairwise terminal tokens in the test case. Depending
on the length of the test cases, the number of path contexts per test case varies. Similarly, the
path width and length also vary based on the position and distance between terminal nodes.
To set an exploration and complexity limit we predefine: maximum_path_length and maxi-
mum_path_width. By limiting the width, we restrict the exploration of the tree to more closely
related sibling nodes and avoid traversing unrelated branches. The maximum_path_length
sets a limit on the number of non-terminal nodes included in the path to improve the
model’s generalization ability and reduce noise (long paths may contain irrelevant and
noisy information). We set the values 8 and 2 respectively for maximum_path_length and
maximum_path_width. The choice for such values is based on the nature of the flakiness root
causes, which is manifested as short statements in the test code and on the common choices
in the literature that motivates our work [8, 39].

Additionally, we also set the path_contexts_per_test_case, a value that specifies how many
path-contexts are going to represent a single test case. This parameter is set to 50, given
that the test cases have short lengths and only a few path-contexts can be related to the
flakiness root cause. The means by which we ensure that every test case is represented by a
predefined number of path-contexts are padding and path sampling [8].

Padding appends blank spaces if the number of path contexts extracted from a test case is
lower than the predefined number of path-contexts per test case. Path sampling randomly
selects path contexts out of all extracted from the test case, when the number of the latter
exceeds the number of path-contexts per test case. More formally:

Let k be the path_contexts_per_test_case, and path_contexty, ..., path_context, be the se-
quence of all AST path-contexts extracted from a test case. By conditioning on k:

if n < k, we append max — k blanks spaces to the initial sequence, to build:
path_contexty, ..., path_context,, blank_space,1, ..., blank_spacey
if n > k, we randomly sample k elements from the initial sequence, to build:
path_contexty, ..., path_contexty

We note that these steps of the Path2Flake might hinder the learning process since path-
contexts, that are relevant in learning a relationship between flakiness and path-context
patterns, can be discarded.

Along with the process of building path-contexts, we also count the frequencies of
terminal node tokens and path tokens that occur in the input dataset of test cases. These
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frequencies are saved into a dictionary file which is used to later build a vocabulary for the
path-contexts. The path vocabulary and token vocabulary hold all paths that connect them and
all terminal node tokens, alongside their indices. These indices are specified based on the
sort of their frequencies in the dictionary.

At the end of path extraction and preprocessing, we get a labeled dataset. Each row on the
dataset has a flakiness label and the path-contexts for the particular test case. Additionally,
we also get a dictionary, with the token and path frequencies, and vocabulary that defines

indices.

dataset.csv

[(start_terminal, path, end_terminal)’,

%3 .
% [P1, '(start_terminal, path, end_terminal)y',
3 P2, : '(start_terminal, path, end_terminal)3',
5 P3, =
é : p '] : '(start_terminal, path, end_terminal),] 6‘03505
2 Pl P2 P3 P | P PR H s
.............. o
;(_JL g - |— “\)
Flakiness label Path-contexts

path_source_token_string : [start_terminaly, start_terminal,, ..., start_terminaly ] J

path_token_string : [path4, path,, ..., pathy ] <«

path_end_token_string :  [end_terminalq, end_terminal,, ..., end_terminal, ] <«——

e -
& tlookup indices on vocabulary : ..

................................. ———"
path_source_token_id : [13, 5, ..., 23] index token
path_token_id : [9, 45, ...,51] —

. 13 start_terminal,

path_end_token_id : [31,61, ..., 11] 5 start_terminal,
: 9 path;
45 pathy

31 end_terminal,
ivocabﬁsize token

Figure 4.3: Data preprocessing: the dataset rows are read one by one to build the input for the neural
network, by categorizing the three parts of path-contexts. For each string of each part we
lookup indices on vocabulary. The indices are the input to the model.

4.2.2  Training Data preprocessing

In order to feed code representations of test cases along with their flakiness label, we
construct one-dimensional tensors out of the training dataset with path-contexts. From each
row that represents a test case, we extract the label and the context paths. Path-contexts are
sliced into three parts: start terminal string, path string, and end terminal string. We build
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Figure 4.4: Model architecture: a schematic overview of the layers and input data transformations
taking place for flaky test classification
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tensors for all three parts bounded by the number of path contexts per test case. All three
parts of the path-context construct three different vectors. Using the vocabulary look-up
tables, we retrieve the indices for every string. This process is visualized in Figure 4.3. At
the end of the Training Data preprocessing, we are left with the vectors holding the start
terminal string, path string, end terminal string, and vectors with the respective indices.
These outcomes are used as inputs for the neural network along with the flakiness label.

4.3 PATH2FLAKE

The flakiness detection is performed by a neural network coupled with an attention mecha-
nism. Neural networks are a fundamental part of many tools and learning tasks in various
domains. Learning algorithms such as neural networks have the capability to achieve high
performance by learning complex and non-linear relationships [22]. Given this property
neural networks make a very desirable option for any learning task. One drawback to be
mentioned is the black box nature they have, limiting the interpretability for the classifica-
tions they produce [20, 22]. Interpretability is one of the main requirements for Path2Flake.
Hence, we leverage attention mechanism and rich code representation, to overcome this
issue. We give a description of the model architecture in the following subsections and
provide a schematic view in Figure 4.4>.

4.3.1  Model Architecture

The architecture of Path2Flake is inspired by the one used by Alon et al. [8] in code2vec
which predicts method names for code snippets. Our neural network that is trained to
perform flaky test classification consists of the following layers3:

INPUT LAYERS: The input layers are built to accommodate the data input tensors that
contain the source, path, and end token indices. They expect vectors with a length
equal to the number of path_contexts_per_test_case. Also, they expect a mask tensor
that asserts which parts of the input row are path-contexts and not padding blank
spaces, and is depicted in the Figure 4.4 as input_4. In Figure 4.4, input_1, input_2,
and input_3 represent input vectors with indices of start terminal, path, and end
terminal token of the path-context, respectively.

EMBEDDING LAYER: To enable network training and transform inputs into numerical ma-
chine learning comprehensible inputs, we map the input indices to vector embeddings.
The inputs to this layer are the indices of the three parts of each path-context. These
indices are used to initialize the embedding matrix which holds the embedding vector
for each of the indices in the vocabulary. These vector embeddings are learned along
with other parameters of the network during training. The length of the embedding
matrix is the same as the vocabulary size. When input indices enter this layer a select
function is executed to find and retrieve the embedding of these input indices. This

2 The figure is generated using https://netron.app/

3 An evaluation round is performed to validate a design decision about the layers used in the model. This process
is described in Section 5.3.2 and is concerned with measuring the impact of a fully connected layer on the
model’s performance.


https://netron.app/

4.3 PATH2FLAKE

path-contexts per test case

[embedding]x [embedding]k [embedding]k

index embedding
A
. SAVERERRRTE TR > 13 25478963
path_source_id : [1 35 .oy 23] g 36547893 -
(]
path_id : [9, 45, ..., 51] 9 57631455 8
(o
path_token_id:  [31,61, ., 11] 45 89254785 2,
31 36211658 )
i embedding v
[25478963] [57631455] [36211658]
[36547893] [89254785] [embedding]>
[embedding]k [embedding]y [embedding]y
embedding size embedding size embedding size
Concatenate T
A
[25478963] [57631455] [36211658]

path-contexts per test case.

3 x embedding size

Figure 4.5: Path-contexts embeddings: we initialize the embeddings and map them to the indices of
the input token for the source, path, and end part of the path-context. These embeddings
are learned during model training. The figure depicts, at a high level, the embedding
and concatenation process of the elements for one test case, where k is the number of
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process is depicted in Figure 4.5. The output of this layer are three vector embeddings,
respectively for each part of path-context; start terminal node, path, and end terminal
node.

CONCATENATION LAYER: Up to this point, the test case is represented by three distinct
embedding vectors for each path context. However, to perform classification we require
a single vector to serve as test case encoding on which the classification is performed.
To serve this purpose, we concatenate the three vectors into a single one and push it
onto the attention layer to be further merged with the other path-context vectors of
the test case.

ATTENTION LAYER: The goal of achieving interpretable outcomes and a unified repre-
sentation for individual test cases, is supported by the integration of the attention
mechanism within Path2Flake. Among two types of attention weights: soft and hard at-
tention, we use the former one. Soft attention distributes the contribution in calculating
the test case code representation among all paths, meaning that all paths are assigned
particular attention parameters which are learned during network training. On the
contrary, hard attention acts as a 1-hot-encoding, meaning that it focuses on one path
context. Soft attention is our choice given that all paths are likely to contribute in
discriminating between flaky and non-flaky tests. The path-context embedded vectors
are the input of the Attention Layer which multiplies each embedded vector with
its respective attention parameter. The length of the vector that holds the attention
weights is the same as the number of the path-contexts per test case. As depicted in the
Figure 4.4, the embedding vector shape is asserted to be compatible with the param-
eters of the attention layer for multiplication. The embeddings of each path-context
are multiplied with the parameter vector of the same length resulting in attention
weight. These parameters are learned during training with the other parameters of
the model. Since some of the test cases contain padding we add the mask input to the
attention weights. After computing the attention weights, the method applies a softmax
activation function along the input length axis to obtain a probability distribution over
the input sequence for each batch:

evi

n
j=1

softmax(x;) = =7
This probability distribution represents the relevance of each path-context element
to the output of the layer. By applying the softmax activation function, the attention
weights are transformed into a probability distribution that sums to 1 over the input
length axis. This ensures that the attention mechanism is able to focus on different
parts of the input sequence depending on the task, while also ensuring that the
attention weights are normalized and can be interpreted as probabilities. The weights
are multiplied with the path-context embeddings to produce a single vector. The
attention layer outputs a single code vector representation that encodes rich weighted
information coming from the AST paths-contexts of the test case. These attention
weights provide information to the developer on the flakiness classification outcome.
Together with the flakiness label, Path2Flake also outputs the path-contexts with the
largest weights that contributed the most to the classification and hence hint at the
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root of the flakiness. This information is very important since solely knowing that a
test is flaky does not provide actionable information. The main goal in dealing with
flaky tests is to tame them as soon as possible, to resume development without the
potential of facing intermittent failures.

CLASSIFICATION LAYER: The test case vector representation resulting from the attention
layer is the vector holding rich implicit information on the test case semantics and
structure encoding patterns of flakiness root causes. The classification is performed by
a dense layer that uses the sigmoid activation function, which is commonly used in
binary classification tasks [22]:

1

o(x) = 14e*

This activation function provides an output in the range (0, 1) which can be inter-
preted as the probability of the predicted output [22]. When executing prediction on
individual test cases, the model outputs the flakiness label probability, 5 path-contexts
with the highest attention weights.

4.3.2 Training

The network is trained through forward passes and backward propagations. A forward
pass starts with pushing the preprocessed input to the network along with the label and
performing every calculation from the first to the last layer. In the end, the network produces
an output value between o and 1, which can be interpreted as a confidence probability for
the produced output. This output is compared to the ground truth label provided to the
network along with the input test case, and the difference is called the loss of the neural
network. This loss is then propagated backwards in the network to tweak all the model’s
parameters in the direction that minimizes this loss. The loss minimization and parameter
update are achieved through the optimization algorithm.

Loss function. The loss function of the model is Binary Cross Entropy (8ct), which
is suitable for binary classification, as is the flakiness classification. Formally:

1 n
Lgce = = ) yilog(p(yi)) + (1 = yi)log(1 = p(ys))
i=1
where y;€{0, 1} is the label provided as ground truth and p(y;) is the predicted probability
of the network. This loss function is written for n test cases. The loss for one test case is:

Lpce = —yilog(p(y)) + (1 —yi)log(1 — p(vi))

This loss function is minimized by the optimization algorithm.

Optimization. The gradient of the loss with respect to each parameter in the network is
calculated by propagating the error back through the network, starting from the output
layer to the input layer. To update these network parameters with the aim of minimizing
loss, we use the Adam optimization algorithm [28]. This algorithm is part of the optimization
approaches with adaptive learning rates. The learning rate is a network hyperparameter
that controls the step of change applied to the model parameters to reach convergence and
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find the minimum of the loss function. Large learning rates lead faster to the minimum
but may never reach it due to the big steps it takes. Small learning rates, take smaller steps
to reach convergence, but results in a longer training time and are prone to stuck in local
minima [14]. Optimization algorithms, such as Adam, adapt the learning rate to achieve a
better network performance.

The optimization is applied to mini-batches of the training test cases. It significantly
improves the performance of the network, since instead of processing the entire training
set in one epoch to perform a backpropagation step, the network calculates the gradients
for small batches of data. In one epoch there are as many parameter update steps as the
number of batches in the dataset. Such practice shortens the convergence time and decreases
overfitting.

Regularization. Using regularization approaches in neural network models helps to over-
come overfitting [14]. For this purpose, we use Dropout on the output of the layer that
concatenates three embeddings of the path-context [48]. According to this method, neurons
of the neural network are randomly "turned off", (all weights of some neurons are equal to
zero) with a probability of p; and are "turned on", with a probability of g = 1 — p during
training [22]. During the inference of the model, all neurons are "turned on" and the final
activation function is multiplied by g to emulate the behavior of an ensemble of neural
networks. The main idea of Dropout is to train an ensemble of several neural networks
instead of training one neural network, and then average the obtained results [48].



EXPERIMENTS

In this chapter, we define the research questions and explain the experiment we conduct
to answer them. We present in detail the model selection process and the procedures for
training and testing Path2Flake. Furthermore, we elaborate on the dataset preprocessing
pipeline.

5.1 OPERATIONALIZATION

We divide our work and approach into measurable components that will be used to evaluate
the core claims of this thesis. We build the evaluation framework around the following
research questions and define the metrics.

5.1.1 Research Questions

[ RQ1: How effective are path-context code representations in flaky test classification? ]

Being able to detect test flaky tests based on path-context embeddings enables us to fulfill
such a task in an efficient way. This is particularly important since we conjecture that current
solutions rely mostly on costly rerunning techniques. Certainly, our solution can only be
useful if the performance of the classifier build following this approach is optimal.

RQ2: What is the performance of Path2Flake in comparison to state-of-the-art flaky
test classifiers?

Having a better understanding, of where Path2Flake stands in terms of performance com-
pared to other tools, aids in identifying the advantages or disadvantages of our work. This
comparison helps in identifying the impact our encoding approach and model architecture
has on the success of the predictor.

RQ3: How can PathzFlake deliver outcome explanations to developers using path-
context as test case representations?

As opposed to other raw training data, such as text, quantitative measurements, images,
and the like; code snippets need a special encoding in order to be used as input data for the
machine learning model. The encoded snippets should encapsulate enough information
to enable the Path2Flake approach to learn the task of detecting flakiness. Despite the
correct classification, Path2Flake aims to deliver explanations for the labels produced. These
explanations are based on weighting path-contexts, which serve as pointers inside test cases.
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5.1.2  Evaluation metrics

In order to quantify the performance of our flakiness classification model, we decide on
the evaluation metrics that we employ. These metrics not only gauge the performance of
Path2Flake, but also provide a benchmark for comparing it with other flakiness classifiers.

Before we present the metrics, we begin by defining the confusion matrix and its com-
ponents. A confusion matrix provides a summary of the number of correct and incorrect
classifications made by the model for each class. The ratios between the correct and incorrect
classification for each class provide evidence of the model’s performance.

Actual

Predicted Label

Flaky not Flaky

True Positive (TP): The number of flaky tests
True False classified as flaky.
Flaky Positive Negative False Positive (FP): The number of non-flaky
= tests classified as flaky.
2 True Negative (TN): The number of non-flaky
~ T tests classified as non-flaky.
not Flaky Fals.e. rue . False Negative (FN): The number of flaky
Positive || Negative ; o )
ests classified as non-flaky.

These components are combined into the following evaluation metrics that we use to assess
the performance of Path2Flake:

e Loss function: measures how close the classification labels produced by Path2Flake

are to the ground truth. It guides not only the optimization process, but also serves as
a performance indicator. As already mentioned the loss function of our model is BCE.

e Accuracy: measures the performance of the model as the proportion of the correct

classifications out of all the classifications made by the model.

Accuracy = TP + TN
Y= TP+ TN + FP + EN

This metric is overall useful but it does not account for the correct classification rate
for each class individually. This aspect is not to be discarded especially when the
dataset on which the model is trained, has a skewed distribution of the number of test
cases per class. We need the following complementary metrics.

Precision: measures how many of the test cases predicted as flaky are actually flaky. A
high precision implies a low false positive rate. Such a metric is particularly important
in this task because classifying a non-flaky test as flaky poses an unnecessary burden
on developers to fix flakiness that is not present.

TP

Precision = m
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e Recall: measures how many of the flaky tests in the dataset our classifier was able
to detect (also called sensitivity). A high recall rate indicates that the model does
not frequently miss flaky tests. This metric is important because classifying a test as
non-flaky when it is not such, can encourage developers to ignore it. This can disrupt
development and cause intermittent failures.

TP

Recall - m

e Fi-score: is a combination of recall and precision. Overlooking flaky tests can have ad-
verse consequences on the development. However, the time-consuming false positives
are not to be discarded either. Since both metrics are important for the task of flakiness
classification, F1-score helps in balancing and considering them simultaneously.

Precision * Recall
Precision + Recal

F1-score = 2 %

All these metrics are provided by Keras framework as optional arguments to model. compile()

function.

5.2 DATASET

The dataset we use for training and evaluating our classification model is provided by
Alshammari et al. [9], who developed FlakeFlagger. This dataset contains 24 projects with
flaky and non-flaky test cases written in the Java programming language. In total, there are
21,721 test cases.

After inspecting this dataset, we detected 936 tests that were either empty or did not
parse due to syntax errors. Only 5 of these 936 were labeled as flaky. This dataset, which is
the ground truth of our training and testing process, was constructed by rerunning the test
cases up to 10,000 times by Alshamari et al. [9]. The test suites were also used by authors of
other research papers, namely Pinto et al. [44], Fatima et al. [20], and is originally provided
by Bell et al. [12]. However, Alshamari et al. relabeled the dataset after rerunning tests using
around 5 years of computation time in total. To the best of our knowledge, this is currently
the most accurately labeled flaky test dataset.

The authors did not use any approach to increase the probability of detecting flaky
tests, that can introduce artificial non-determinism. Hence, this labeled dataset is more
representative and closer to a realistic scenario of flaky test occurrence.

It is important to mention, that due to the non-deterministic nature, it is very difficult to
reproduce intermittent outcomes of flaky tests. Consequently, this ground truth has some
noise that is imposed on the classification model.

To train and test Path2Flake, the data goes through several processes. In Figure 5.1 we
provide a high-level visualization of this pipeline.

EXTRACT REPRESENTATIONS: The dataset contains Java test snippets categorized into
flaky and non-flaky tests. The first step of processing the dataset is extracting path-
contexts from the test cases (step 1 Extract code representations in Figure 5.1). To
parse the test cases, we override methods presented in code2vec by Alon et al. [8]
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Dataset

test.java

@ Extract code representations

/ ® sélit \*

Training set

@ Sampling

_ |

Test set

Average: Model
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10-fold Cross Validation
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Figure 5.1: Data Pipeline: the various stages that raw data undergoes before being supplied to the
neural model. After extracting path-contexts, data is split into a train and test set. Data
in the train set is oversampled and further partitioned into 10-folds for the validation

process.
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and JavaParser library [47]. The AST structure allows us to pragmatically work
with Java code, specifically, extract syntactic paths between terminal nodes. The
extracted syntactic paths along with the label are written into a csv file where each
row represents a test case. The first element of each row corresponds to the flakiness
label and the rest corresponds to n path-contexts.

DATASET SPLIT: After representing test cases as n path-contexts, we randomly split the
dataset into a train and test set (step 2 split in Figure 5.1). The latter (hold-out-set) will
not be used in the training process to remain unseen by the model. This way, after the
training when we evaluate the model on the test set, we can obtain a good estimate
of the model performance [27]. The split is implemented using the scikit-learn
Python library [43]. The test set makes up 15% of the dataset, as a commonly used split
ratio [22]. The whole dataset has 20,783 test cases which are split into: the hold-out-set
with 3,117 test cases(2,991 non-flaky tests, 127 flaky tests), and the training set with
17,666 test cases(16, 991 non-flaky tests, 676 flaky tests).

sAMPLING: The large ratio of non-flaky tests to flaky ones indicates that the dataset is
highly unbalanced. It contains significantly more non-flaky than flaky tests; specifically,
there are 676 flaky tests compared to 16,991 non-flaky ones. Such a ratio has a negative
impact on model training, which would end up being highly biased towards the non-
flaky class [22].

To balance our training dataset, we leverage sampling approaches [22] (step 3 Sampling
in Figure 5.1). There are two major categories of sampling techniques that balance the
dataset: random oversampling and random undersampling [15]. As the name indicates,
random oversampling increases the occurrences of the minority class by randomly
selecting and making copies of the existent records in the database. Undersampling
does the opposite, by randomly selecting and removing occurrences of the majority
class. Both methods achieve a balanced dataset but of different sizes. Since the number
of test cases is already not very high, and the minority class is the one we are mostly
interested in, we apply oversampling. We implement it using imblearn library [32].

ENCODING TEST CASES: As the training set is ready to be processed and fed to the model,
we create an input pipeline that consumes data from the csv dataset file and prepares
it for the network input layer. The implementation is based on tf.data API of the
Tensorflow framework. We fetch data rows from the csv file, iterate over the dataset
repeatedly, based on the number of epochs, and shuffle the rows to introduce ran-
domness. For each row, we apply the preprocessing function that turns them into
the tensor format the network expects. Additionally, we batch the data and filter
the vectors that do not fulfill the shape requirements. Each path-context is split into
three parts; start terminal vector indices, path vector indices, end terminal vector
indices, and path-context mask. These vectors are further used to build embeddings
and encode the path-contexts into vectors (Figure 4.5). The path-context embedding is
implemented using Keras framework built-in layer methods.
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5.3 MODEL SELECTION

The performance of Path2Flake is evaluated on the hold-out-set, which consists of test
cases unseen to the model during training. As such, this set gives a better estimate of
the model’s performance and tests its ability to generalize. However, prior to the final
evaluation on the hold-out-set, we test the model on validation data and run trials with
different configurations of model hyperparameters. The goal of this process is to select
the hyperparameter values that yield the best results. These values are calculated during
iterations of the validation process. Since this process involves training and testing multiple
models, it is also called model selection [27].

5.3.1 Stratified K-Fold Cross Validation

We perform Stratified K-Fold Cross Validation for estimating the performance of Path2Flake
and finding the best configuration of hyperparameters. K-Fold Cross Validation splits the
training set into k folds, and through k iterations we train and test the model on these folds.
This process is visualized in Figure 5.1. Specifically, we train the model on k — 1 folds of data
(marked in green) and test its performance on one fold that was not used during training
(marked in orange). With this validation method, we get a better estimate of the loss and
other evaluation metrics of the model, by averaging them among k data folds.

Stratified K-Fold indicates that the algorithm splits the dataset preserving its original
probability distribution across flaky and non-flaky tests. If we do not use stratified folds, we
can end up constructing training and validation folds that do not contain test cases of both
classes, limiting the learning ability of the model.

We use Stratified K-Fold Cross Validation when we tune the model hyperparameters and
on training after finding the optimal values for the hyperparameters. To implement this
validation algorithm we use the scikit-learn Python library [43]. The number of folds
we use is k = 10 as a commonly used value [27].

5.3.2 HyperParamater Tuning

The flakiness classification model has several hyperparameters that impact the performance
of the model. To identify the optimal configuration of our network, we perform hyper-
parameter tuning. This process involves training the network on various combinations of
hyperparameters and measuring the performance each combination yields.

We use the Hyperband algorithm introduced by Li et al. [33], and implement it using
the keras-tuner library of Keras framework [41]. The hyperparameters that we tune
are learning rate, dropout rate, path embedding size, and terminal token embedding
size. Hyperband builds all possible configurations of these hyperparameters based on the
conditions we predefine on their values:

¢ path embedding size and terminal token embedding size should be minimally 50 and
at most 500. To reduce the overhead we set a stepsize of 78 that reduces the search
space.
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* learning rate search is bounded by three values (common choices): 0.01, 0.001, and
0.0001.

* dropout rate is bounded by four values (common choices):0.1, 0.15, 0.25, and 0.35.

Hyperparameter tuning is done for each data fold of cross-validation. The reason why we
repeat hyperband tuning 10 times on different data splits is that this algorithm’s outcome
can depend on the initialization of configurations. So, tuning is executed in 10 iterations, to
get a better estimate of the best values of hyperparameters.

In each iteration, Hyperband implemented with keras-tuner runs trials for evaluating
hyperparameter configurations. The tuning process is guided by the objective of minimizing
the validation F1-score. We pick this objective because we aim to build a model that yields
optimal values for both, precision and recall. At the end of 10-fold cross-validation, we
obtain the 10 best hyperparameter configurations and the model’s F1-Score. The optimal
outcome of this process for each data fold is summarized in Table 5.1.

Table 5.1: Hyperparameter tuning: configurations that yield the best performance of the model in
each data split of the 10-fold validation process

Fold token embedding path embedding learning rate drop rate Loss  Fi-Score

1 128 128 0.001 0.25 0.0595 0.9863
2 284 440 0.001 0.1 0.05324  0.99004
3 440 440 0.0001 0.15 0.0553 0.9860
4 128 440 0.0001 0.1 0.0464 0.9846
5 128 128 0.001 0.1 0.0372 0.9909
6 128 128 0.0001 0.25 0.0688 0.9764
7 206 50 0.001 0.25 0.0807 0.9798
8 50 440 0.001 0.15 0.0648 0.9835
9 128 440 0.0001 0.1 0.0522 0.9835
10 50 50 0.001 0.25 0.0467 0.9880

These configurations are the ones that performed best for the respective data splits. As
we can notice on the table, almost every fold results in a different best configuration. This
can be a result of the way Hyperband works, which depends on random initialization of
the hyperparameter configurations, as mentioned previously.

We visualize the loss and F1-score per epoch of these configurations, in a parallel coordi-
nate graph on Figure 5.2.

We can observe that the hyperparameter values that result in the lowest loss and highest
F1-score are: token embedding = 128, path embedding = 128, learning rate = 0.001, drop
rate = 0.1 Even though this configuration is not the best option for the other folds, the
values individually are predominant compared to the other hyperparameter values in other
configurations, except for the path embedding = 440. However, since the variance of the
metrics is not high, and for the sake of the configuration (the metrics are calculated per
configuration and not per individual parameter) we will choose the path embedding = 128.
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Figure 5.2: Parallel coordinate graph on the hyperparameter configurations: the red line depicts the
configuration we chose as the best option among the results. The grey lines represent
the other outcome configurations from the hyperparameter tuning process, for each data

fold.
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Figure 5.3: Plot of the validation loss through 10 epochs for two models; one with a dense layer after
the concatenation layer of embeddings, and another model without such a layer.
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Despite, the hyperparameter tuning process we also ran a trial for evaluating the impact
of a fully connected layer. This layer is used to further merge the path-context concatenated
vector containing three embeddings; the start terminal node, path, and end terminal node.
To fulfill this, we apply thetanh activation function.

eX —e "

tanh(x) - W

This function is a commonly used monotonic nonlinear activation function with output
values in the range (-1, 1 ) and has the potential to increase the expressiveness of the
model [22]. For this reason, we run a trial to validate its impact on the model performance.

0.96
5 092
0.88
Dwilhout dense Layer
with dense Layer
0.84 -

epoch

Figure 5.4: Plot of the validation F1-score through 10 epochs for two models; one with a dense layer
after the concatenation layer of embeddings, and another model without such a layer.

We train two models for 10 epochs each, where one includes a dense layer while the
other does not. In the latter, we bypass the dense layer and directly input the concatenated
vector to the attention mechanism. We assess the model’s performance using validation
sets, and for each epoch, we log and plot the validation loss and validation F1-score using
the TensorBoard visualization tool provided by Tensorflow [1]. In Figure 5.3 we notice that
during the first three epochs, the dense layer contributes to a higher loss. However, after the
fourth epoch, the model with the dense layer yields better performance. The same pattern
is present on the F1-score graph Figure 5.4.

Both models are expected to perform poorly during the first few epochs. The reason
why the dense layer model is slightly worse may be due to the higher number of model
parameters that must be learned and that require more data to be optimized. However, as
the training progresses the missing parameters in the other model, impact the model to
learn more complex implicit patterns in data. Thus, it achieves better performance. However,

this better performance can be an outcome of overfitting and memorizing the training set.

This argument is supported also by the pattern of surpassing the no-dense-layer model only
after a few epochs.
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All things considered, the difference in performance is very low and insignificant. We
follow a widely applicable principle called Occam’s razor. It is often used in scientific
and philosophical reasoning. In the context of deep learning, it encourages simplicity in
model architecture and the use of fewer parameters to prevent overfitting, given that their
performance is similar [14, 22]. Hence, we do not include the dense layer in Path2Flake
architecture. Removing a fully connected layer also reduces overhead.

5.3.3 Performance estimation

With the found hyperparameter configuration, we train the network on the training set with
the picked values of that configuration. Before training the model on the full dataset, we try
to estimate the evaluation metrics using Stratified K-Fold Cross Validation.

We follow the same steps as in the validation process during hyperparameter tuning,
but this time we train the model using model.fit () instead of calling Hyperband tuner. We
log the results and plot the values on graphs using TensorBoard. We visualize the model
metrics measured on validation sets for each epoch.

The Figure 5.5 shows that the variance of the validation loss is low, with the values
varying in a narrow interval. We zoom on the loss for the last epoch, where the mean
validation loss is0.05. Such a value is satisfactory for a validation loss. However, we can
only get an unbiased metric value on the hold-out-set. Because we use Stratified k-fold
validation and oversampling, the calculated loss on that data can be artificially low, affected
by such preprocessing. Even though stratified folds try to mimic the distribution of the
whole training set, that distribution may not be representative of actual test cases in realistic
scenarios.

In Figure 5.6, we show the validation F1-score for each fold. The mean F1-score for the
last epoch is 0.98. The same reasoning for the loss results applies in this case.

We trained the models for 10 epochs with a batch size of 128, a typical choice for a dataset
with the size of the training set we use. The process of selecting the epoch number and
batch size is a trial-and-error process. We did not include them as part of tuning, due to
limitations in computation time, and because the first couple of values we tried resulted in
satisfactory performance. Selecting a large batch size provides a better estimate of the loss
gradient, but is more computationally expensive [22]. On the other hand, a smaller batch
size can introduce a regularization effect due to the variance in the estimate of the gradient
calculated on this batch [54]. When using Graphics Processing Units (GPUs), it is common
for the power of 2 batch sizes (typical power of 2 batch sizes range from 32 to 256) to offer
better runtime [22].

5.4 MODEL TRAINING AND TESTING

After we obtain an estimate of the model’s performance, we train the final optimal version of
the model on the whole training set. We keep the batch size 128 but we double the number
of epochs. That is, because the dataset is larger and because there was no deterioration of
the metrics as the epoch number increased during validation.

Finally, after training the model, we use the hold-out-set to perform the assessment of
the model on unseen data. We evaluate the model’s ability to generalize. It is important to
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emphasize, that this data has not been oversampled and has not interfered in any way with
the training and validation process. So, the network has not memorized these test cases on

previous passes.



EVALUATION

In this chapter, we perform the analysis pertaining to the experiments described in the
previous chapter. We present the results on the performance of Path2Flake and answer the
research questions. Finally, we discuss the findings and state the possible threats to the
validity of the evaluation and results.

6.1 RESULTS

Answer to RQ1: How effective are path-context code representations in flaky test
classification?

We evaluate the performance of our flakiness classifier that learns path-context embed-
dings and produces flakiness labels for test cases based on these embeddings. The results
from the model testing process on the hold-out-set are the following:

Table 6.1: Results on the performance of Path2Flake

Evaluation metric Value

Loss 0.0898
Accuracy 0.9718
Precision 0.6479

Recall 0.7244
F1-score 0.6840

The neural model is evaluated on a test set with 2,991 non-flaky tests and 127 flaky
tests. These results show a loss value that is close to the loss estimated during the 10-fold
cross-validation. Whereas, F1-score seems to be 0.296 less than the estimated F1-score. This
can be a consequence of the unbalanced test set, that was not sampled in order to be a
better representation of the test cases that can occur in realistic scenarios. Even though lower
than the estimated F1-score, the results from this assessment show that Path2Flake is able
to learn a correspondence between path-contexts and flakiness. Specifically, our model is
able to produce a correct label for 97% of its total classifications. However, achieving high
accuracy alone does not indicate a good performance of the model. So we analyze the recall
and precision values.

Observing the recall and precision values we notice that the model is less likely to miss
flaky tests and classify them as non-flaky (Recall = 72.44%) than it is to produce false
positives (Precision = 64.79%). Having a higher recall compared to precision, avoids having
serious issues such as the manifestation of untamed flaky, but at the cost of wasting more
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time on false positives. Flaky tests that are hidden by the classification model can cause
intermittent failures that block the development process. Such a scenario can be more
adverse than wasting time on a misclassified non-flaky test. However, both aspects are
important as already argued in previous sections.

Depending on the use case of classifications, one can decide to give priority to one of
these metrics. If Path2Flake is mainly used for facilitating the debugging process, the goal
is maximizing the precision. Otherwise, if sensitivity is prioritized, the model should be
optimized for recall. Changing the threshold of the classification is a way of prioritizing
one of these metrics. If we increase the classification threshold (which currently is o.5),
Path2Flake confidence probability on the flakiness label should be higher in order to label
the test as flaky.

One reason for precision being lower than recall is the oversampling of the minority class
(flaky tests). Artificially increasing the number of flaky tests in the dataset can introduce
bias to the model in classifying this class. Having more flaky tests in the dataset would
enhance the model’s learning ability of the flaky patterns and enhance its performance.

In order to prove that our model has in fact predictive power and these results are not
by chance, we define and obtain results from baseline classifiers. Baseline classifiers are
used as a benchmark to compare against; they set a performance threshold that should be
surpassed by our model for it to be considered to have predictive power [14, 22]. These
baseline model classifications are not informed by the input features of the data but rather
perform classification based on naive strategies that account for the class counts of the input
data. The strategies that we implemented are:

e stratified: generates random predictions based on the class distribution of the training
set.

e uniform: generates random predictions uniformly across both classes.

e most frequent: always predicts the most frequent class in the training set, and if
the frequency is the same for both classes on the training set (since we applied
oversampling), the frequent class is selected randomly.

We implement these baseline classifiers using the scikit-learn Python library, and for
each classifier we got the following results:

Table 6.2: Results of baseline classifier using different strategies

Strategy Accuracy Precision Recall Fi-score
stratified 0.4865 0.0335  0.4173  0.0620
uniform 0.5064 0.0433  0.5275  0.0800

most frequent  0.0407 0.0407 1.0 0.0782

As the outcome values indicate, our model yields better performance values than the
baseline models for every metric. Aside from the recall of the classifier with the most
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frequent strategy, which is expected to have such results as the model assigns the same label
for all inputs.

These results prove that Path2Flake has predictive power and is able to discriminate
between flaky and non-flaky tests. Using path-contexts as test case representations prove
to be informative to the flakiness classification process, which compared to the baseline
models shows to have predictive power. Nevertheless, the performance is not outstanding
and it needs to be improved given the sensitive task of flaky test classification it should
perform.

Answer to RQ2:What is the performance of Path2Flake in comparison to state-of-the-
art flaky test classifiers?

We compare Pathz2Flake with FlakeFlagger and Flakify, which, to the best of our knowl-
edge, are currently two of the best-performing tools. Both of these tools are trained and
evaluated on the same publicly available dataset that we also use. Flakify is a black box
classification model that employs CodeBERT, a pre-trained language model, and is fine-
tuned to predict flaky tests [20]. FlakeFlagger is a whitebox model that classifies flaky tests
based on predefined test smell features, which are extracted after running the test cases [9].
Despite the requirement to run the test case, Flakeflagger also requires access to production
code. More information on these tools is provided on Section 3.2.

In Table 6.3 we show the metric values for these tools and our model.

Table 6.3: Results of Path2Flake compared to Flakify and FlakeFlagger

Model Precision Recall Fi-score

Path2Flake 64.79%  72.44%  68.40%
FlakeFlagger 60% 72% 65%
Flakify 70% 90% 79%

Compared to FlakeFlagger, our model scores almost 5% higher in precision, 0.44% in
recall, and 3.4% higher in F1-score. Not only does Path2Flake not require manual feature
engineering, test execution, or access to production code, but it also reduces the test
debugging time due to a lower rate of false positives. Even though only slightly, our model
is also better at revealing flaky tests (higher recall).

Compared to Flakify, our model is not able to surpass its performance. One reason is
the need for more flaky test cases, upon which our model can learn patterns related to
flakiness encoded in path-context. Whereas, Flakify is a more sophisticated black box model,
which is already trained in a large language dataset. This facilitates the tuning towards the
flaky test prediction, hence yielding a better performance for the same dataset. However,
being a black box model Flakify is able to deliver only a label and no interpretability on
its prediction. The lack of such a requirement provides flexibility in building a complex
model architecture that is optimized for producing correct predictions. Also, Flakify uses an
AST based technique for statically detecting and only retaining statements that match eight
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test smells (features used by FlakeFlagger) in the test code when the length of the test case
exceeds the predefined limit.

Answer to RQ3: How can Path2Flake deliver outcome explanations to developers
using path-context as test case representations?

One of the objectives of Path2Flake is to provide hints at flakiness root causes along with
the classification label. Our neural model incorporates an attention layer that serves this
purpose. Path-context are pointers to test case locations. The attention layer weights these
path-contexts based on their importance in producing the output.

The output of the classifier when a test case is provided as input is the following:

[0.6988]
0.03361 context: 1, (LongLiteralExpr2)~(MethodCallExpr)_(NameExpr3),waitjobs

0.02986 context: testAsyncTask, (NameExpr2)”(MethodDeclaration)_(BlockStmt)_(
ExpressionStmt)_(MethodCallExpr0)_(IntegerLiteralExprl),0

0.02308 context: void, (VoidTypel)”~(MethodDeclaration)_(BlockStmt)_(ExpressionStmt)_(
MethodCallExpr0)_(NameExpr3),assertequals

0.02216 context: void, (VoidTypel)”(MethodDeclaration)_(BlockStmt)_(ExpressionStmt)_(
MethodCallExpr0)_ (MethodCallExpr2)_(NameExpr2), count

0.02215 context: void, (VoidTypel)”~(MethodDeclaration)_(BlockStmt)_(ExpressionStmt)_(
MethodCallExpr0)_ (NameExpr3),waitjobs

This outcome is produced for this flaky test case:

@Deployment public void testAsyncTask(){
waitJobs (5000L,200L);
assertEquals(0,managementService.createJobQuery().count());

}

The first number indicates the probability of the test being flaky and the rest of the output
lists the top 5 context-paths with the largest attention weight. In the path-contexts ~ and
_ symbolize 1 and | direction, respectively. The percentages of the top 5 most important
path-contexts are almost the same, namely around 2%. The number of the path-context that
we use to represent a test case is 50, which means the model is distributing the attention
weights almost uniformly for all the path-contexts. This implies that the model is not able to
learn a weight for path-contexts that mostly contribute to flakiness and hint at root causes.
One reason is the limited number of flaky tests in the dataset, on which the model can learn
path-context patterns related to flakiness root causes. Also, the test cases in the dataset,
belong to 24 different projects. The test patterns among these projects can vary, and since
the number of flaky test cases per project is low, the model finds it difficult to learn and
generalize across projects.
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Furthermore, the parameters related to path-context extraction need some tuning and
trials to reveal better values for them. These parameters are path length, path width, and the
number of path contexts per test case, and they directly impact the amount of information
encoded in test case representations.

We are optimistic about the potential that these representations have, given the perfor-
mance they yield in detecting flaky tests. For this reason, we believe that the improvement
in parameters related to path-context size and a larger dataset of flaky tests will enhance
the performance of the model in pointing at flakiness root causes.

6.2 DISCUSSION

We built a model that learns embeddings for path-context representations of test cases and
uses them to detect flakiness. The results prove the effectiveness of path-context embeddings
as test case representations in flaky test classification. The prediction power that Path2Flake
has, is evident from the comparison with the baseline classifiers which do not learn from
test cases to perform prediction, but rather employ naive random strategies.

Compared to state-of-the-art, our model was able to perform better than one of them.
Additionally, even though Flakify scored higher, our model follows an approach that better
serves the developers’ needs. In terms of efficiency, Path2Flake is advantageous, since it
does not require manual feature engineering, test executions, or production code access.
The architecture of Path2Flake and the meaningful path-context representations provide
the infrastructure to deliver hints at flakiness’s root causes. The attention layer weights do
not discriminate between paths-contexts that hint at flakes and those that do not. However,
recognizing the factors that contributed to these outcomes helps us address them and
improve the model’s ability to learn this task. One of the improvements we can introduce
is experimenting with the path width and path length of the test case representations.
Additionally, since limiting the number of path-contexts per test case results in discarding
some of them, we can improve the means by which we do that. We can inform the path-
sampling process to retain path-contexts whose terminal tokens are part of a vocabulary that
is frequent among flaky tests, or common among the test smell patterns. This vocabulary
can be obtained from the study done by Pinto et al [44].

The model’s learning ability is limited by the low number of flaky test cases in the dataset.
The bias introduced by the oversampling of the minority class is reflected in the evaluation
metrics and the attention weights that cannot discriminate between path contexts that hint
at flakiness root causes and those that do not. The fact that the dataset incorporates test
cases from 24 projects, can imply a high variability in flaky test patterns and each pattern
being represented only by a few test cases. Hence, the model faces difficulties in learning
these patterns.

This task is difficult and we are aware of the misclassification’s adverse implications on
development. Even though our classifier surpassed FlakeFlagger in performance, leaving
27% of flaky tests undetected leads to test failures and lower reliability on our classifier. The
false positives also will waste developers’ time in debugging misclassified non-flaky tests.

Despite the limitations, the evaluation proves Path2Flake to be useful and valid. By ad-
dressing the limitation and further refining the process of extracting the code representation,
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we believe the model performance will improve. This work is the first attempt at this
approach, which seems promising for further exploration.

63 THREATS TO VALIDITY

Our approach might face challenges to its validity, with some arising from the implementa-
tion and others stemming from the characteristics of the data employed.

6.3.1 Internal Validity

Our approach and methodology can have confounds that might compromise the results
drawn from the experiments. The dataset on which Path2Flake is trained and tested is
oversampled due to uneven distribution of the number of flaky and non-flaky tests. To
balance the dataset, the number of flaky tests is artificially increased by random duplication,
and such duplication is significant due to the high gap between the flaky and non-flaky
tests. This can cause the model to become too sensitive to the specific characteristics of these
flaky tests, leading to overfitting. To mitigate this threat, we follow several practices that
can reduce overfitting. We use the dropout regularization technique and apply the Adam
optimization algorithm on mini-batches of the dataset.

The implementation of Path2Flake may introduce additional threats to the validity
through potential bugs or errors. To increase our confidence in our implementation, we used
well-regarded libraries, frameworks, and visualization tools such as: scikit-learn [43] and
imblearn [32] libraries, Keras [41] and Tensorflow [1] frameworks, Tensorboard" and Netron?
visualization tools, etc.

6.3.2 External Validity

External validity threats compromise the ability of the model to generalize to other test
cases outside our dataset. The dataset that we use contains test cases written in Java
from 24 projects. As such, this dataset may not represent all flaky tests in other projects
and written in other programming languages. This might limit the generalizability of
our results. We believe that the nature of flakiness patterns is not significantly different
in other programming languages. Our approach facilitates this investigation since it is
applicable to test cases in other programming languages if we use parses for that particular
language to build ASTs. Another external threat is the ground truth of the dataset. It is
challenging to confidently label flaky tests as such due to their non-deterministic nature.
Provably identifying all the flaky tests within a project remains an elusive goal. In an effort
to minimize the impact of this threat, we employed a dataset that was annotated after
executing the test cases up to 10,000 times. To the best of our knowledge, this is currently
the most accurately labeled, publicly available dataset of flaky tests.

1 https://tensorboard.dev/
2 https:/ /netron.app/
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CONCLUDING REMARKS

7.1 CONCLUSION

The prevalence of flaky tests and their adverse consequences on development motivated
our work in finding a preventive solution that detects flaky tests and provides insights into
where the flakiness stems from. We developed PathzFlake, a static approach that uses deep
learning and leverages code representations to effectively learn and perform the task of
classifying flaky tests. We use AST path-contexts as test representations coupled with model
architecture to provide interpretability of the classification outcomes.

Our results demonstrate that representing test cases as path-contexts enable the Path2Flake
model to produce rich encodings and discriminate between flaky and non-flaky tests.
The evaluation outcomes obtained from the model testing compared to baseline models’
performance and state-of-the-art provide evidence for the effectiveness of our test case
representation in flakiness detection. There are some limitations posed to Pathz2Flake that
are concerned with the unbalanced dataset on which the model is trained, and with the
internal confounds. The evaluation results do not provide solid evidence for the ability of the
model to precisely point to flakiness root causes. However, Path2Flake as the first attempt
at this approach, provides the infrastructure to classify flaky tests and give explanations
for the classification. Path-contexts are meaningful test representations and can be useful
pointers into the test snippet. The performance of Path2Flake proves it to be promising and
worthy of further investigation.

7.2 FUTURE WORK

Given that evaluation results provide evidence for our approach to be promising for further
exploration, there are several perspectives that can contribute to better performance. Our
approach of representing test snippets with path-contexts imposes some limitations. The
path width, path length, and the number of path-contexts that will represent one test case
are predefined. To maximize the relevant information of test flakiness encoded in these
path-contexts, we should experiment and evaluate more configurations of these variables.
Ideally, these parameters should be adaptable to the length of the test cases.

Let us consider the predefined value of the number of path-contexts that are retained to
represent a test case. Some of the test cases after parsing produce more path-contexts than
the preset condition suggests. We perform path sampling which discards path-contexts at
random to fulfill the condition. Among these discarded path-contexts can be the ones that
are highly influential in the flakiness classification. One possible solution is to inform the
sampling process by prioritizing path-contexts whose terminal tokens are part of a flaky
test vocabulary. Since these path-contexts can help to better discriminate between flaky and
non-flaky tests they should be kept in the representation pool of the test case. As already
described, Pinto et al. have conducted research on the correspondence between flakiness
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and syntactical patterns, whose outcome is a vocabulary with tokens that frequently occur
among flaky tests [44]. We can use this vocabulary as a reference for the procedure.

To further enhance our approach, we can consider splitting the path string of the path-
contexts into its constituent building components, which correspond to the non-terminal
nodes. This will introduce flexibility in representing tests with a richer vocabulary of paths.
This step goes further into fighting the sparsity. Such an improvement can increase the
classifier’s ability to generalize to unseen test cases.

Another direction this research can take is remaining on the AST based representations
but leaning more toward the flakiness pattern detection using convolution operation. Mou
et al. [39] use TBCNN to classify code snippets according to their functionality, by detecting
frequently occurring patterns among these functionalities. Leveraging TBCNN in the task
of detecting flakiness can be advantageous as it better captures tree structure and code
patterns. It also overcomes the constraint of the varying length of the test snippets by using
the continuous binary tree.

In conclusion, there are several approaches worth pursuing. The findings and contribu-
tions of this thesis provide a solid foundation for future research.
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