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Abstract
Ten years ago, a survey (ICSE’15) revealed an unsatisfactory picture

among key players of the software engineering research commu-

nity: There was dissent and confusion on how to approach empiri-

cal research. Specifically, researchers were divided on the tradeoff

between internal and external validity, holding strong and often

opposing opinions, which cannot be a basis for stringent scientific

progress. Clearly, the field has progressed over the last decade, but

did the views progress, as well, or is the community still divided and

confused? Our study addresses these questions by replicating the

original survey among current key players of the field. Analyzing

790 open answers learning how perspectives have changed over

the past ten years, we found that, despite increased awareness of

the intricacies of conducting empirical studies, not nearly enough

has changed to address the wide range of opinions on what a good

study is and how that can be reflected in the review process. Specif-

ically, participants disagree on balancing internal, external, and

ecological validity, and while there is consensus on the need for

replication studies, the specifics of when, how, and what to replicate

remain unclear. Our results suggest the need for a more sophisti-

cated review process, incorporating clear empirical standards for

various methods and fostering honest discussions on what is worth

replicating.
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1 Introduction
A key question all researchers have to answer is how to gain valid

insights and build trust in scientific results. Specifically, in empirical

research, many decisions influencing the validity of the results are

left to the researchers, introducing a degree of arbitrariness and a

piece of doubt.

A central decision that entails most research endeavors is whether

we want to aim for generalizable findings or validated causal state-

ments. Naturally, we want to achieve both, but a plethora of con-

founding factors stemming from practical and complex settings,

human preferences and experiences, as well as diverse environ-

ments and use cases, to name a few, often blur the picture. As a

result, it is unclear whether we observe a result due to our treat-

ment (i.e., the independent variables of an experiment or study that

we vary) or by chance or any (unknown) combination of factors of

the study.

The awareness and preference on this tradeoff and how it should

be addressed was analyzed and published by Siegmund et al. [37]

in ICSE 2015, in which three of the four authors were involved.

A survey conducted among 79 program committee and editorial

board members of major software engineering venues revealed that

preferences vary greatly: Some researchers think the community

should prioritize internal validity in research designs over external

validity, whereas others advocate for the exact opposite. Yet other

respondents in the survey showed no awareness of the tradeoff at

all and suggest both to be maximized. The survey also found that,

while most researchers are aware of the necessity of replication

to establish trust in research results, there was no shared under-

standing on how replications should be approached. This situation

was clearly unsatisfactory. Siegmund et al. concluded that having

reviewers who do not fully understand the tradeoff between inter-

nal and external validity, yet have strong opinions on maximizing

one over the other, turns the reviewing process into a game of

chance, as papers are largely judged on personal preference instead

of objective sound research design that values either direction.

Ten years have passed since this assessment of the community’s

views on the future of empirical software engineering. Yet, discus-

sions and research on the validity of empirical research results are

still ongoing [4, 27, 28, 38, 41, 44]. Even reviewer guidelines of ma-

jor software engineering venues still lack an awareness of this issue

despite the clear demonstration of strong conflicting expectations

on research designs. Thus, it is time to reassess the community’s

views and identify the direction in which we are heading by asking

these questions: Is the community now more aware of the tradeoff
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between internal and external validity? Do reviewers agree more

on how to address this tradeoff? How has the community’s perspec-

tive on the necessity and practice of replicating research results

evolved, especially after seeing artifact reviews, replication and

reproduction badges, and dedicated venues?

To answer these questions, we have replicated the survey con-

ducted by Siegmund et al. and compare the views of 68 of today’s

key players in the software engineering community to those sur-

veyed ten years ago. By examining these views, we are able to

provide insights into the current trends and future directions in

empirical software engineering research. Ultimately, we aim at

reigniting and stimulating the discussion on how research stud-

ies should be designed and published and help the community in

revising and defining standards.

Interestingly, during the analysis of the survey conducted ten

years ago, the authors observed a conflation of the concepts external

and ecological validity. External validity refers to the generalizabil-

ity of research results to other settings and populations, whereas

ecological validity concerns the applicability of results from the

study setting to real-world settings, characterized by practicality.

Although closely related, results from a study with high ecological

validity (e.g., conducted with real-world developer teams from one

company) are not necessarily externally valid (e.g., transferable

to teams of other companies), and vice versa. Clearly, times are

changing, and so are the discussions within the community. We

want to assess whether the conflation of external and ecological

validity still exists and, therefore, explicitly asked key players about

their awareness and opinions on the distinction between these two

concepts. This way, we aim at understanding the view of the com-

munity in greater detail and promote a more nuanced discussion

of validity in empirical software engineering.

In summary, we make the following contributions:

• A survey conducted among 68 members of editorial boards

and program committees of major software engineering re-

search venues.

• A discussion of trends in perspectives among these members,

comparing data from today and ten years ago.

• An assessment of current views and of the awareness and

opinions on the distinction between external and ecological

validity, which were found to be conflated in the survey ten

years ago.

• Comprehensive supplementary material, including all data

and resources to facilitate independent replication and re-

production of our results [22].

2 Background and Related Work
To ensure a common ground for this paper, we shortly introduce

the concepts of internal, external, and ecological validity. For clarity,

we refer to Siegmund et al.’s 2015 study as the original study and

the present study as the replication study in the remainder of this

paper.

2.1 Validity
For illustrating the different validity concepts, we use the same

running example as in the original study: Suppose researchers want

to determine whether a common construct, func, from functional

programming (e.g., algebraic data types, pattern matching) is more

comprehensible to programmers than a construct, oops, from object-

oriented programming (e.g., inheritance, dynamic dispatch). They

plan to conduct a study with human participants.

Numerous factors influence comprehensibility, including pro-

gramming language, IDE support, familiarity of participants with

languages, the problem to solve, and programming experience.

While accounting for all these factors is crucial in empirical re-

search, it is practically impossible in a single study. Doing so would

require millions of participants [36]. Therefore, researchers must

make several design decisions.

Researchers might choose to control for all these influences by

designing an artificial programming language differing only in

the constructs func and oops. In other words, researchers focus on

internal validity to understand the influence between the choice of

func or oops on comprehensibility. While being very rigorous and

controlled, this limits our ability to understand how these constructs

affect real-world programming.

Alternatively, researchers might focus on the effects of these con-

structs in real-world scenarios by having developers use Haskell for

functional programming and Java for object-oriented programming.

In other words, researchers prioritize ecological validity, obtaining
observations in a practical setting. The crux is that both program-

ming languages differ in more than the constructs func and oops:
They also differ in syntax, programming concepts of modulariza-

tion, and canonical coding guidelines. Thus, any observation about

comprehensibility is potentially influenced by all these differences,

as well, and researchers would not be able to distill to what extent

comprehensibility is influenced by the constructs func and oops or
other differences of the programming languages.

A third choice is to aim at external validity, which describes to

what extent the observation in a study can be applied to different

contexts. For example, if the participants work with Haskell and

Java as programming languages, to what extent would the obser-

vations also be applicable for Scheme, Lisp, C++, or C#? A study

with high external validity could include all these programming

languages, so that observations are also obtained for these other

programming languages.

So researchers face a tradeoff: including more factors makes it

harder to identify causal effects of func and oops, while controlling
for more factors makes it harder to generalize results. Additionally,

the practicality of the study setting (ecological validity) affects the

findings. While a study might increase external validity without

affecting ecological validity (as in our example by adding more

programming languages), this is not always the case. For example,

a study in a single company with a specific language and system

may be highly ecologically valid (and possibly internally valid), but

results may not generalize to any other company or programming

language. Thus, researchers must often make design decisions that

balance different kinds of validity. Ten years ago, as empirical soft-

ware engineering was transitioning from a niche to an established

field and community, Siegmund et al. set out to determine whether

the knowledge of the community kept pace with the growing num-

bers of empirical studies.
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2.2 Related Work
Next, we concentrate on related work published after the study of

Siegmund et al. For an overview of related work published prior to

2015, we refer to the related work section of the original study [37].

Closest to our study is a study conducted by Galster andWeyns [15],

in which they repeat parts of Siegmund et al.’s questionnaire in the

software architecture community. The results indicate that, even in

a more narrow subfield, there is no agreement on how the tradeoff

between internal and external validity should be approached, no

consensus on the usefulness of student samples, and replications are

seen as valuable but rarely published, reflecting some insights of the

original study. While our replication study additionally explores the

conflation of external and ecological validity, Galster and Weyns

focus more on general attitudes toward empirical research and

preferences for quantitative or qualitative research, observing no

agreement within the community on these aspects, either.

In addition, there is a growing number of valuable guidelines on

methodologies in software engineering [39, 40]. Unlike these, our

study focuses on perspectives and opinions, providing a base for

future development and refinement of such guidelines.

Validity in software engineering research. Most research targeting

validity in software engineering focuses on addressing threats to

validity and reporting them from various perspectives. Wyrich and

Apel [44] advocate for evidence-based methods over relying on re-

searchers’ intuition. Other work suggests framing study limitations

as trade-offs, providing rationales for decisions, and discussing al-

ternatives not chosen [28]. Verdecchia et al. criticize the “Laundry

List” approach to validity threats, arguing that merely listing threats

can hinder meaningful discussion of design trade-offs [41]. Sjøberg

and Bergersen [38] specifically focus on improving the reporting

of construct validity threats.

Several approaches have been developed to collect, analyze, and

consolidate threats to validity in various subfields of software engi-

neering, such as secondary studies [1, 46], code comprehension [13],

and software traceability models [23]. These studies provide re-

searchers with an overview of potential threats and how to assess

and mitigate them. Beyond reporting and collecting threats to va-

lidity, Ralph and Tempero focus on construct validity, providing a

theoretical background and practical guidelines on how to assess

it [27]. While all this work focuses on different aspects of reporting

threats to validity and guiding researchers on how to assess and

mitigate them, our study concentrate on researchers’ views and

preferences that guide design decisions in the first place. Our study

further examines views on ecological validity, which has received

limited attention in software engineering studies. This is in contrast

to other fields, such as psychology [16, 25, 33], justice [7, 42], and

education research [20], which debate ecological validity and its

impact on results of empirical studies.

Replication in software engineering research. Replications in soft-

ware engineering have gained significant attention from various

researchers. Cruz et al. [10] found in a systematic mapping study

that replications are becoming more common, with a significant

focus on controlled experiments. However, not all subfields are

equally publishing replications, and the quality of reporting in both,

original and replication studies, is often insufficient [35].

Others identify challenges in replications [12] and provide guide-

lines and support on how to compare results of replications [30–32].

Meta-analytical methods are found to be inferior compared to other

analysis strategies [30]. In this vein, Shepperd [34] conducted a

simulation study and finds that replicating under-powered stud-

ies results in wide prediction intervals, leading to most results of

a replication being evaluated as confirming the original results.

These studies provide valuable methodological considerations. In

contrast, our study does not seek to improve the practice of replica-

tion, but aims at understanding their role and relevance within our

community.

3 Methodology
3.1 Research Questions
We repeat the original study conducted ten years ago. Our goal is

to understand current views of the community regarding empirical

research and to identify trends and changes over the past decade.

Thus, we ask the same questions again:

RQ1 How aware is the research community of the tradeoff between

internal and external validity?

RQ2 What does the research community think on how the tradeoff

between internal and external validity should be addressed?

RQ3 How does the research community see the role of replication?

These questions directly address key aspects of empirical method-

ology [43], enabling us to identify trends by comparing answers of

current reviewers with those from ten years ago.

As our understanding and the issues that are open have evolved

over the past decade, we added a new research question on the

perception of the community on ecological validity:

RQ4 How does the research community think about ecological

validity?

By answering these questions, we provide a more nuanced dis-

cussion, shedding light on unexplored aspects of validity. Clearly,

empirical research extends beyond these concepts, and other as-

pects might be equally worth exploring. However, to understand

how the community has changed over the last decade, we focus

on the concepts highlighted in the original study (internal/external

validity and replication). We additionally include ecological validity,

as this has been often conflated with external validity.

3.2 Survey Questionnaire
We used a revised and extended version of the original question-

naire (including definitions and a scenario) and collected data using

LimeSurvey, hosted by Leipzig University. At the beginning of

the questionnaire, we introduced the participants to definitions of

internal and external validity and asked for information on their

reviewing activity in the past four years. We then presented an ex-

ample research scenario and asked specific questions. All questions

and answer options are listed in Table 1. Questions marked with ★

are new and were not part of the original study.

Scenario. We provided participants with the same scenario of

the original questionnaire (cf. Section 2.1, fun vs. oops) and pre-

sented two options how a study of a paper submitted for review

might approach this research goal, with the first option maximizing
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Table 1: Mapping of survey questions to corresponding research questions.

RQ Question Answer options

1,2 Which option would you prefer for an evaluation? [This question was asked twice, once for the human scenario

and the non-human scenario]

□Maximize int. validity □Maximize ext. validity

□ No preference

1 Would it be a reason to reject a paper that does not choose your favorite option? □ Yes □ No

1,2 In your opinion, what is the ideal way to address research questions like the one outlined above? Open

1 Did you recommend to reject a paper in the past mainly for the following reasons? □ Int. validity too low □ Ext. validity too low

1,2 For research questions like the one presented above (common functional vs. object-oriented language constructs),

do you prefer more practically relevant research or more theoretical (basic) research?

□ Applied research □ Basic research

1 During your reviewer career, have you changed how you judged a paper regarding internal and external validity? □ Yes □ No

1,2 Do you have any suggestions on how empirical researchers can solve the dilemma of internal vs. external

validity?

Open

2 [Asked once with and without humans] In your opinion, do you think that in the literature, empirical evaluations

with/without human participants...

...are needed more or less often? □ Considerably more often □More often □ Fine as

is □ Less often □ Considerably less often

...are accepted/rejected too often? □ Considerably too often rejected □ Too often re-

jected □ Fine as is □ Too often accepted □ Consid-

erably too often accepted

...need higher internal/external validity? □ Considerably higher int. □ Higher int. □ Fine as

is □ Higher ext. □ Considerably higher ext.

3 Do you think we need to publish more experimental replications in computer science □ Yes □ No

3 During your activity as a reviewer, how often have you reviewed a replicated study? □ Never □ Rarely □ Sometimes □ Regularly

3 In general, how were the replications rated by you/by your fellow reviewers □ Accept □ Borderline □ Reject □ Not applicable

3 As a reviewer of a top-ranked conference, would you accept a paper that, as the main contribution,...(assuming

authors realized it in the best possible way)

... exactly replicates an experiment of the same/another research group? □ Yes □ No □ I do not know

... replicates an experiment of the same/another research group but increases int. val.? □ Yes □ No □ I do not know

... replicates an experiment of the same/another research group but increases ext. val.? □ Yes □ No □ I do not know

3 During your activity as a reviewer, did you notice a change in the number of replicated studies? □ Yes, it increased □ Yes, it decreased □ No

4 ★What do you think the community can do to recognize and reward replications, such that conducting and

publishing them becomes more attractive?

Open

5 ★Did you notice situations in which the concepts external and ecological validity were mixed up? □ Yes □ No □ I do not know

5,6 ★Do you think the software engineering research community should be more aware of the distinction? □ Yes □ No □ I do not know

6 ★Do you think that the software engineering research community should strive for more ecological validity? □ Yes □ No □ I do not know

6 ★ ... [if yes] Which of the following would be acceptable to compromise on, when conducting more ecologically

valid studies?

□ internal □ external □ replicability

internal validity and the second option maximizing external valid-

ity. This was followed by another example of a study that did not

recruit human participants, but aims at evaluating a new method

that promises faster response times for Web applications. Again,

we presented two options.

Closed and open questions. Our questionnaire contained 22 closed
questions, allowing participants to choose one or more predefined

options. For each closed question, participants were optionally

asked to elaborate using an open text field. At the end of the ques-

tionnaire, participants got the opportunity to share final thoughts

on each covered topic as well as the overall questionnaire.

Modifications to the original questionnaire. We made minor ad-

justments to the phrasing and placement of the scenario and mod-

ernized terms (e.g., replacing SourceForge with GitHub or databases
with web applications). Additionally, we changed the wording in

the presented research study maximizing external validity, such

that it does not explicitly target the creation of a practical, everyday

setting, but rather a setting that captures the essence of many, pos-

sibly realistic settings. The original wording might had influenced

participants to associate external validity with ecological validity,

and we adjusted this to mitigate this threat. Besides that, we did

not change general wordings, including some ambiguities, since

the primary goal of our study is to identify trends and compare

answers from key players today with those from ten years ago.

New questions. To answer our novel research question RQ4, we

added four questions at the end of the questionnaire to ensure the

first part of the questionnaire remains as close to the original survey

as possible. We first provided participants with a definition of the

term ecological validity and explained that the concept is related

to external validity, but distinct. This ensured that participants

could answer the corresponding questions, even if they had never

encountered the term before. Additionally, participants were not

allowed to go back and change their answers based on the concrete

definition of ecological validity. This allowed us to compare answers

to our questionnaire to the original study.

3.3 Study Setup
Participants. To gather insights from current leaders in software

engineering, we collected the names and email addresses of program

committee members from the following nine conference websites

for the years 2021-2024:

• ASE (Software Engineering)

• EASE (Empirical Software Engineering)

• ECOOP (Programming Languages)

• ESEC/FSE (Software Engineering)

• ICPC (Program Comprehension)

• ICSE (Software Engineering)

• ICSME (Software Engineering)

• OOPSLA (Programming Languages), and

• ESEM (Empirical Software Engineering).
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Additionally, we included the current editorial board members of

the major journals TSE, EMSE, and TOSEM as of Dec. 2023.

A total of 68 participants provided an answer regarding their

validity preference, which is similar to response rates to other

surveys in our field [6, 21, 45]. On average, participants were part

of 9.3 (±6.8) program committees or editorial boards in the past

four years.

Quantitative analysis. For each unchanged closed question, we

tested whether the distribution of responses of our participants

significantly differs from that in 2015. That is, we performed exactly

one statistical test per question, with the null hypothesis being:

There is no significant difference in the distributions between 2015 and
2025. We used Pearson’s 𝜒2 -Test for independence if the number

of participants satisfies the prerequisites of the test (i.e., expected

frequency above 5). Otherwise, we used Fisher’s Exact test, which

is more robust for smaller sample sizes [2].

Qualitative analysis. We employed open card sorting [17, 47] to

identify shared themes across the answers of participants to open

questions. Although the categories from 2015 are available, we

chose open card sorting to avoid biasing our analysis and to allow

for the discovery of new themes. At the same time, we were familiar

with the original categories, so we did not approach the data entirely

uninformed. To balance both concerns, we conservatively began

with open coding and later compared our categories to those from

the original study.

The open card sorting was conducted by three researchers over

multiple sessions (2–3 hours, each). For each survey question, we

wrote responses on individual cards, one response per card. Starting

with the first card, each researcher read the response, and the team

discussed and assigned it to a category. Subsequent cards were

either assigned to existing categories or led to the creation of new

ones. If a response addressed multiple themes, we physically split

the card and categorized the parts separately. After sorting all re-

sponses for a question, we reviewed the categories and assignments

to ensure consistency. Finally, we compared our categories to those

of the original study. For any insight not found in the categories 10

years ago, we revisited the raw data from 2015 to check for similar

motives, to ensure the themes were, in fact, not present back then.

4 Results
For each question, we provide an overview of responses to closed

questions, alongside the results of the original study, followed by

results from our qualitative analysis. We then answer each research

question. In total, we spent 37 hours analyzing 790 open answers.

We provide a deeper discussion and comparison of results to the

original study in Section 5.

4.1 RQ1: How aware is the research community
of the tradeoff between internal and
external validity?

4.1.1 Qualitative results. For this research question, we directly

provide qualitative results, as there were no closed questions to

answer. We make two observations: (1) the community is aware of

the tradeoff between internal and external validity, and (2) there is a

large spectrum of methodological preferences beyond quantitative

empirical research.

Awareness of the tradeoff. Participants in our replication study

generally exhibit awareness of the tradeoff between internal and

external validity, often stating that these should be balanced or that

maximizing either is equally valuable:

“[..] find a good compromize, not go to the extreme in one direction and
ignore the other.”𝑃35.

We received no statements indicating that participants deny

or neglect this tradeoff. Overall, this indicates a recognition and

awareness of the complementary nature of internal and external

validity by our study participants.

Beyond quantitative empirical research. Several participants
mention that they prefer qualitative or mixed-method studies over

quantitative studies and controlled experimental designs, for exam-

ple:

“I believe it [the research question in the provided scenario] probably can’t
be addressed by a controlled trial on human participants. Instead the best
you could do is probably longitudinal study using ethnographic methods
[..]”𝑃23.

We find this sentiment across several questions and participants;

for example, one participant indicates that internal and external

validity might not be suitable concepts to judge qualitative research:

“I don’t really use the terms [int. and ext. validity] myself, but prefer quality
criteria used in qualitative research”𝑃43.

Finally, one participant mentions that the rejection of papers

based on methodological preferences is a key problem:

“A far more severe problem is the lack of understanding in the community
of reviewers who reject, for example, qualitative research papers based on
a matter of taste [..]”𝑃53.

4.1.2 Discussion of RQ1. The results of our replication study indi-

cate that, while there is awareness of the tradeoff between internal

and external validity, the distinction and confusion in quality as-

sessment of different empirical methods, including quantitative and

qualitative studies, is an increasing concern. The original survey

had two concrete research scenarios in which the role of different

kinds of validity can be discussed. However, the survey assumed

more or less a quantitative setting for this discussion. Multiple

answers raised the issue that such research scenarios can also be

answered with qualitative methods, one participant stated that they

“find this [focus on quantitative empirical research under the term ‘empirical
research’] a serious bias against qualitative empirical research, which I
find is a serious problem, as it hinders empirical software engineering
researchers to address, among others, the trade off discussed here.”𝑃7.

We fully agree: (i) addressing and discussing validity should not

follow a blind automatism, as in cases in which

“authors tend to copy things [in the validity section] from one paper to the
other without putting much thought into it.”𝑃53.

And (ii) respect the empirical method followed as participants

indicated, that qualitative studies might get rejected due to taste.

So, while we focus on validity aspects that are more pronounced

in quantitative empirical research, similar problems regarding lack

of awareness of validity aspects, tradeoffs, non-applied concrete
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reviewing guidelines, and diverging reviewer expectations exist for

qualitative research and need more attention.

Key Results RQ1

▶ Participants understand and accept the tradeoff between in-

ternal and external validity, indicating community awareness.

▶ Several participants indicate that they are generally more

concerned with a lack of understanding of different empirical

research methods.

4.2 RQ2: What does the research community
think on how the tradeoff between internal
and external validity should be addressed?

Figure 1: Closed questions for RQ2: Which option would you pre-
fer? I=Maximize internal; E=Maximize external; N=No preference;
(a) Scenario with human participants (b) Scenario without human
participants (c) Which do you prefer? B=Basic research (theoretical,
knowledge-driven); N=No preference; A=Applied research (practical,
solution-oriented)

4.2.1 Quantitative results. Figure 1, shows responses of partici-

pants to the closed questions in our replication survey regarding

RQ2, and for comparison also the results from the original survey.

Similar to the prevalent opinion in 2014, participants favor external

validity over internal validity. However, this preference has slightly

diminished in favor of a more balanced view. Overall, the prefer-

ences observed in 2014 remain stable, with none of the differences

in distributions being significant at 𝛼 = 0.05, according to a 𝜒2-test;

detailed p-values and test statistics for all questions are provided

in the supplementary material.

4.2.2 Qualitative results. Many participants state that there is no

ideal way to perform empirical studies. Nevertheless, they provide

different perspectives on how to approach the tradeoff: Partici-

pants recommended to compromise between internal and external

validity, to maximize one at the cost of the other, or to conduct a

family of studies, first focusing on internal validity, then on external.

Some participants recommended to dismiss the research questions

provided in the scenario (whether functional or object-oriented

constructs are more comprehensible) as unworthy of investigation.

Reasons to prioritize external validity. The most prevalent

reason to favor external validity is that insights from an externally

valid study are considered more useful or practical and relevant for

industry:

“[..] the second one appears to be more likely to have ‘practical’ findings.”𝑃12,

“I work closely with industry and therefore value external validity more”𝑃42.

Several participants stated that a too artificial setting (often

needed for controlling confounding factors) has little relevance in

practice, for example:

“[..] [in the internally valid study] the environment is that ‘artificial’ that
it may be far away from reality.”𝑃50,
“I would prefer a realistic evaluation.”𝑃57.

Such statements appear in several responses, indicating that,

generally, external validity seems to be associated with a realistic

setup and practical relevance of the findings. However, this is a

misconception: A realistic setting may not be generalizable, as it

can be highly specific to a single company and may not apply to

other company settings. In such cases, a realistic setting has low

external validity.

Reasons to prioritize internal validity. Notably, participants
mention that there are too many uncontrollable factors when max-

imizing external validity, such that there is

“[..] high risk of just regurgitating existing biases within the community
[..]”𝑃18.

In the same vein, some participants who prefer prioritizing inter-

nal validity state that internal validity is necessary to ensure that

the study is correctly focused:

“It [maximizing internal validity] would ensure the focus is on the constructs
we are interested in.”𝑃37,
“[..] without precise control of internal validity, it is not possible to argue
why the study design addresses it [human understanding] in the first place
[..]”𝑃20.

The sentiment here is that, only with control, researchers can

answer questions in a valid way.

Multiple studies with varying tradeoffs. Several participants
state that researchers should perform multiple studies on the same

topic and address similar or the same questions. Most prevalent,

participants recommend to first perform studies with a focus on

internal validity and then aim for generalizability with more exter-

nally valid studies:

“Starting with a highly-controlled study and then extending generalizability
gradually with wider and wider studies would lead to a strong theory
here.”𝑃64.

In this sense, answering a research question may not be a one-

time experiment (or paper), but more in terms of a larger research

program.

Depends on goal and involvement of humans. Several partic-
ipants mention that whether to aim at internal or external validity

depends on several aspects, such as the goal or rationale of the study.

Further, it also depends on whether the study involves humans or

is purely technical. For instance, one participant favors internal va-

lidity for human studies and external validity for technical studies,

since

“This [non-human study] is an easier experimental design since it involves
direct measurement [..]”𝑃30.

This answer indicates that different criteria to human and non-

human studies apply. This is in contrast to participants stating that,

for both, the same criteria apply:

“I think from a scientific point of view, the problem is basically the same.”𝑃44.

Interestingly, even the participants who would apply different

criteria for human and non-human studies do not agree on whether

the human scenario involves more or less factors that need to be

controlled for.
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Reasons for rejection. When asked whether participants would

reject a study based on their personal validity preferences, partici-

pants indicate that the choices a study makes on validity are not

by themselves a reason for rejection, but that rejection rather de-

pends on the quality of the study, including a reasonable discussion

of threats to validity and rationales provided for design decisions.

Only few indicate that they are likely to reject a paper if it does not

choose to maximize internal validity, because

“Favoring external validity for a novel research question may miss out on
important confounding [factors] and effects”𝑃22.

Controversy over human participants. We find strong and

partly opposing views on which population should be recruited

from to conduct a study. Most prevalent, several participants would

oppose recruiting students as participants:

“I’d rather not bid on a paper that uses students to evaluate features of
programming languages.”52.

By contrast, one participant would recommend the rejection of

a study that does not follow their favorite option, and elaborates

that they are

“very sceptical of using volunteers without control and especially open-
source projects to answer general questions [..]”𝑃20.

4.2.3 Discussion of RQ2. There are diverse views on how the trade-

off between internal and external validity should be approached,

with many participants favoring external validity. Again, a common

misconception is that external validity represents a realistic setting,

resembling the everyday life of developers, while internal validity is

associated with artificiality, such as in highly controlled lab studies.

Similarly, the usefulness and impact of a study for industry is often

associated with external validity:

“I favor relevance for developers over pure academic questions”𝑃39.

However, some participants believe that industry actors, rather

than academics, should determine a study’s usefulness:

“In the past I worried industry and practicality had no voice, but increasingly
I feel the responsibility for assessing practical impacts should be in the
hands of industry.”𝑃25.

This way, the participant challenges the assumption that realistic

studies are inherently more impactful.

The variety in perspectives among participants reveals several

fundamental disagreements: from rejecting papers based solely on

methodological considerations to concrete results as a determining

factor; from broad research questions to narrower, more focused

questions to not investigating certain questions at all; and from con-

ducting studies with students as participants to only professionals

being suitable participants. While differing opinions are not a prob-

lem per se, the crux is that, during the peer review process, a single

paper is likely judged based on these opposing opinions. Current re-

viewing guidelines, such as those provided by conferences [11], do

not typically address these diverse preferences, leaving reviewers

and PC chairs (and authors) unsupported. Establishing compre-

hensive guidelines or promoting existing ones that consider these

differing perspectives could enhance the consistency and fairness

of the peer review process. This may involve a fairer assignment of

reviewers based on similar preferences, which we will discuss in

Section 5.2.

Key Results RQ2

▶ Generally, participants prefer external validity over internal

validity.

▶ There is a conflation between the notion of external validity,

the realism of the setting, and the practical impact of research

results.

▶ Participants express a wide range of preferences regarding the

assessment of a paper, often leading to fundamental disagree-

ments on several aspects of conducting research in software

engineering.

4.3 RQ3: How does the research community see
the role of replication?

Figure 2: Closed questions for RQ3: (a) Do you think we need to
publish more experimental replications in computer science? Y=Yes;
N=No; (b) How often have you reviewed a replicated study? N=Never;
R=Rarely; S=Sometimes; O=Regularly; In general, howwere the repli-
cations rated A=Accept; B=Borderline; R=Reject (2024 only); (c) ... by
you; (d) ... by your fellows; (e) Did you notice a change in the number
of replicated studies? N=No; I=Increased; D=Decreased

4.3.1 Quantitative results. In Figure 2, we show the answers of

participants to the closed questions for RQ3. Again, the distributions

of answers of now and ten years ago are similar, and none of the

differences is statistically significant: Most participants still believe

more replications are needed, yet few regularly review them and

still, participants feel like they are more likely to accept replications

than their colleagues.

4.3.2 Qualitative results. Overall, most participants state that repli-

cations are valuable and mention several reasons why we need

more of them. Among others, replication should be conducted to

consolidate findings, increase external validity of studies, and en-

sure the progress of the field. Some participants mention that we

should ignore results until replicated or even retract original studies

that fail to replicate later. Participants repeatedly mention that, in

the review process, the novelty criterion
1
is used to argue against

acceptance of replications. Some indicate that

“[..] You currently have to be lucky to get good editors/reviewers who fight
back against this outdated view.”𝑃6.

Others see the responsibility in the steering committees and

editorial boards to change reviewing criteria.

How to replicate and when to accept replications. Partici-
pants express differing opinions on how replications should be

conducted. Some value all replications, others have strong reser-

vations against exact replications, where the study design is kept

1i.e., “the extent to which the paper is sufficiently original with respect to state-of-the-art”
e.g., ICSE2023-25
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the same, conducted by the same authors as the original study; one

participant asked

“[..] isn’t it just the same damn paper?”𝑃11.

Additionally, participants raise concerns regarding replications

conducted by the same authors, because they get suspicious,

“[..] especially if the results were similar.”𝑃46.

Or because same-author replications might

“[..] suffer from a file-drawer effect: we won’t see the failures”𝑃25.

Both views seem to express distrust in same-author replications.

Several participants mention that they are willing to appreciate

and accept replications when there is a certain delta between the

original study and the replication that increases internal, external,

or both kinds of validity.

Notably, several participants state that not all outcomes of repli-

cations are equally valuable, but that acceptance should depend

on the “[..] usefulness of the outcomes"𝑃8, which can hardly be seen

upfront. Some argue that confirming findings is less useful than

showing contradictions, which contradicts the main purpose of

replications on increasing trust of proposed methods and theories.

Finally, several participants mention that not all work is equally

worth replicating. For instance, one participant describes:

“[..] Most of the papers I read do not have high level findings [..] advocating
for replicating experiments is a bit like putting the cart before the horse.”𝑃27.

Some participants suggest that subcommunities should collabo-

ratively decide which research to replicate and then advocate for

it, for instance, by organizing special events. Additionally, several

participants indicate that we need clearer guidelines and support

structures for all involved groups: for researchers conducting repli-

cations, for groups whose studies failed to be replicated, and for

reviewers of replications.

Where to publish replications. There are different and contra-

dictory opinions on how and where to publish replications: While

some participants state that dedicated tracks and venues should

be the platform for replications, others see replications as equally

valuable as novel contributions, so they should be published in the

main track of conferences avoiding to “[..] ghettoize [..]"𝑃25 them.

Still others think that conferences are meant for novel work only.

Incentives for replications. Only two participants indicate that
current efforts are sufficient or that “this [promoting replications]
is not a problem"𝑃7. Several participants indicate that we should
generate incentives for conducting replications via citations, badges,

and awards. However, others think that

“[..] Badging is pretty useless in my view. [..]”𝑃25.

So, participants do not agree on which incentives work and

which do not. Another proposed idea is that replications are good

teaching methods and could be included into the curriculum of

graduate and PhD studies:

“[..] expect every PhD student to include at least one replication [..] in their
thesis [..]”𝑃45.

This way, the importance of replications could be emphasized al-

ready in early stages of the academic career. Finally, one participant

mentions that a key problem is missing funding and acknowledg-

ment of replications by funding agencies:

“[..] Who gives money for a research topic that somebody else already
covered? [..]”𝑃43.

4.3.3 Discussion of RQ3. Our results reveal a disconnect between
the perceived importance of replications and their acceptance. De-

spite the majority of participants indicating that they value repli-

cations, and that the field needs more of them, there is no shared

understanding of when a replication is valuable or publishable.

Establishing a common understanding and guidelines on what

constitutes a valuable replication could enhance the conduct and

publication of such studies.

Interestingly, participants also point to several social dynamics

that might impact the likelihood of a researcher to conduct a replica-

tion. Beyond mistrust in same-author replications, one participant

mentions that

“[..] you have to be really sure of yourself because it feels like you’re attacking
the other work if you find issues.”𝑃23.

This indicates an underlying assumption that, if the results of

a study cannot be replicated, it is due to errors by the original

authors or a clear indication that an effect does not exist. It seems

that parts of the community are unaware that there are multiple

reasons for failed replications. Especially in quantitative studies,

mixed evidence (i.e., studies in favor of an effect and against it) is

to be expected [18]. So, we should advocate for replications and

expect them also to fail in a certain number of cases; analyzing these

series of studies then might point us toward proving existence and

better understanding of an effect. Moreover, replications are not

only relevant if they show contradictions, but should strengthen

trust in existing effects and theories and increase validity as part of

a series [24].

Finally, despite several recommendations for incentives, chang-

ing the research culture cannot be solely the responsibility of re-

searchers and the community. Novel approaches that do not hold

their promises due to different contexts or unknown confounding

factors should be a concern of funding agencies and we need po-

litical and organizational will to reward replications, which would

improve the overall quality of empirical research in our field.

Key Results RQ3

▶ Participants recognize the role of replications, but also ac-

knowledge that it is difficult to get them published.

▶ Participants suggest ways of publishing and incentives for

replications. However, there is no agreement how to handle

replications.

▶ There is a sentiment that only failed replications are worth

publishing and that they relate to errors in the original study.

However, mixed evidence in series of replication studies

should be expected.

4.4 RQ4: How does the research community
think about ecological validity?

4.4.1 Quantitative results. Figure 3 shows answers to the closed

questions regarding RQ4. Overall, the results indicate that many

participants identified a conflation of the concepts external and

ecological validity. A majority thinks that more awareness should

be paid to the distinction and that the research community should
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Figure 3: Closed questions for RQ4: Y=Yes; D=I do not know; N=No
for questions (a) Did you notice situations in which the concepts
external and ecological validity were mixed up?; Do you think the
software engineering research community should (b) ... be more
aware of the distinction? (c) ... strive for more ecological validity?; If
yes, which of the following would be acceptable to compromise on,
when conducting more ecologically valid studies: (d) int. validity; (e)
ext. validity; (f) replicability

strive for more ecological validity. However, there is no clear picture

on what the community should compromise on when increasing

ecological validity.

4.4.2 Qualitative results. Overall, participants expressed a wide

range of opinions on ecological validity, from “LOVE IT"𝑃68 to “ig-
nore it"𝑃58. We will now dive into specific aspects of this discussion.

Distinction of external and ecological validity. Several par-
ticipants have not heard of the term ecological validity before, some

stated that they see external and ecological validity not as distinct

concepts, and several state that they mixed up the two concepts

themselves, also when answering the questions at the beginning of

the questionnaire. Another participant describes that there is not

only unawareness of ecological validity, but rather that the com-

munity generally is prone to several misunderstandings of validity

concepts:

“In at least 90 % of papers I review, the limitations section demonstrates
completely misunderstanding of common criteria. People don’t know the
difference between internal and external validity let alone ecological. NO
ONE seems to know what construct validity means.[..]”𝑃46.

Thus, while participants know and distinguish internal and ex-

ternal validity, the term ecological validity is less known.

Compromising for ecological validity. Most participants who

think we need increased ecological validity indicated that there

should be a reasonable trade off between internal, external, and

ecological validity, as well as replicability. Some participants indi-

cate that the compromise depends on several aspects, such as topic,

methodology, or “[..] the audience for the research."𝑃30, that is, what
to compromise on is not a generic decision, but depends on the

context.

Reservation toward increasing ecological validity. Several
participants express reservations toward increasing awareness and

more emphasis on ecological validity, with some saying that the

research community is not mature enough, or that the terminology

generally does not matter:

“From a methodological standpoint, many researchers are not prepared
enough to recognize the difference.”𝑃10,

“Coming up with more definitions and classifications is not helpful.”𝑃35.

In the same vein, one participant indicates that the notion of

ecological validity is already used “[..] as a blunt rejection instru-
ment [..]"𝑃6, although reviewers do not name the concept explicitly.

Whether ecological validity should be emphasized more, depends

on whom the research targets:

“[..] If the objective is to make SE research relevant to industry, then yes
[emphasize more]. If the objective is to study the phenomena of software
engineering practice, human cognition and knowledge organization, etc.,
then maybe not.”𝑃27.

This indicates that different criteria apply for different goals.

Ecological validity and the relationship to industry. Several
participants indicate that ecological validity is for them closely

related to industry-led studies and industry collaborations. While

some more positively say that ecological validity is useful “[..] for
attracting collaborators from industry [..]"𝑃22, others have severe
reservations toward studies that are led by single companies:

“I’m increasingly uncomfortable with industry led studies. I do not take
seriously papers on how great Microsoft tools are fromMicrosoft researchers.
But then who does those studies, if Microsoft is not involved?”𝑃25.

Thus, some questions might only be investigated through indus-

try collaborations, but this way the relationship to independent

research may be compromised.

4.4.3 Discussion RQ4. Overall, the research community is less

aware of the term ecological validity, instead it refers simply to

external validity. This corroborates our insights obtained for RQ2

that there is a conflation of external validity and how realistic a

setting is, or how practically applicable findings are. When con-

fronted with a definition of ecological validity, most participants

acknowledge this conflation.

While many participants advocate for a pragmatic approach

with less emphasis on terminology, their responses reveal a wide

range of design preferences and opinions: Consistent with results

regarding the tradeoff between internal and external validity, most

participants indicate a willingness to compromise on internal va-

lidity rather than on external validity. This finding is somewhat

unexpected. If closeness to the real-world experience of software

developers is the primary reason to favoring external validity, one

would expect more willingness to compromise on external valid-

ity for it. This holds a certain potential for conflict, as especially

highly ecologically valid studies (e.g., field studies) might not be

generalizable [8].

Finally, participants indicate that ecological validity is often

closely related to either industry collaboration or even industry-led

studies, towardwhich participants expressmixed feelings, including

concerns about potential biases when studies are led by single

(big) companies. This points to an underlying tension between

the benefits of industry collaboration and the need to maintain

unbiased, rigorous research.

Key Results RQ4

▶ Participants recognize a conflation of external and ecological

validity and indicate a need for clearer distinction and greater

emphasis on ecological validity.

▶ Some participants express concerns about the community’s

maturity and toward industry-led studies.



ICSE ’26, April 12–18, 2026, Rio de Janeiro, Brazil Alina Mailach, Janet Siegmund, Sven Apel, and Norbert Siegmund

4.5 Threats to Validity
Internal validity:A key threat is potential selection bias. Participants

in this surveymay bemore interested in empirical research and thus

exhibit greater awareness of methodological issues, find replication

more or less important, or have completely different views than

the general population of key players in the community. However,

our results can be seen as representing the minimal spectrum of

opinions within the community, which is already very diverse and

illustrates one of the key points of this paper. Regression to the

mean [3] additionally threatens the comparison of today’s results

with those from the original study. This statistical phenomenon can

cause extreme values to appear less extreme when measured again,

potentially skewing our comparison. However, our quantitative

results do not indicate a change in the distribution of answers. As

in the original study, the Rosenthal effect [29] may pose a threat to

internal validity. That is, the way the questions are phrased might

influence participants answers. In the original study, the way ex-

ternal validity was presented, implied that the goal is to “create
a practical, everyday setting.”, which might has caused the confla-

tion with ecological validity. Interestingly, we also observe this

conflation, despite having fixed this phrasing in our questionnaire.

External validity:Our survey investigated opinions of key players
in the research community; it is unclear whether these insights

generalize to all members of the software engineering research

community, including authors who are not necessarily reflected in

our sample. However, the original and the replication study were

not designed to answer questions beyond the surveyed population.

Thus, within the scope of gathering key players’ perspectives, our

results remain valid. Finally, we observed that some participants

focused heavily on the example scenarios, potentially finding it

difficult to abstract from them. As a result, their answers might be

specific to the scenarios than reflecting broader concepts of validity,

but still reflect the diverse opinions within the community.

Statistical conclusion validity: There is an unknown overlap of

participants between our sample and the sample of the original

study, which may violate the assumption of independence. We

conducted a sensitivity analysis and found that such a violation

would have no impact on the results.

5 Discussion and Perspectives
Having presented our results, we now compare our insights from

the replication study to the findings from the original study and

outline perspectives for future advancements.

5.1 What Has Changed in Ten Years?
We structure the discussion by RQ1 to RQ3, which were also part

of the original study.

Overall, we see an increased awareness of the tradeoff between

internal and external validity. Additionally, participants in the repli-

cation study show a richer understanding of different empirical

methods and their answers are generally more nuanced. However,

despite the ongoing discussions on guidelines and research qual-

ity, there is still a considerable disagreement among the reviewers

regarding a multitude of views on how to approach and how to

review (quantitative) empirical research.

5.1.1 Awareness and unawareness of the tradoff. Ten years ago,

results suggested a divided community. While there was evidence

of some understanding about the tradeoff between internal and

external validity, some participants made extreme statements in-

dicating unawareness or ignorance. For instance, one participant

stated that maximizing internal validity “[w]ould show no value at
all to SE community"; we did not find such extreme statements in

the sample of the replication study.

Furthermore, the discussion within the community on the qual-

ity of empirical research has clearly evolved. Participants in our

study mentioned that different methods require different quality

criteria and that internal and external validity might not apply to

all research questions and designs. Even when explicitly searching

for such a discussion in the raw data from 2014, we found only few

participants who mentioned that they prefer qualitative or mixed

methods, but no greater discussion. This broader sensitivity toward

different methods observed today might be due to a diversification

of empirical methods within the software engineering research

community. Unfortunately, reviewing guidelines and standards do

not reflect this diversification, yet. Promoting impact, novelty, and

soundness without clear guidelines can lead to inconsistent evalua-

tions of different research methods.

5.1.2 Views on how to address the tradeoff. There are no significant
differences on what kind of validity participants prefer today and

ten years ago: It is still the case that the majority favors external

over internal validity, with many stating that it depends on various

aspects of the study, or that multiple studies should be conducted.

Similarly, participants still hold strong and partly opposing views

which population (e.g., students or developers) should be recruited.

When examining reasons why participants favor external valid-

ity, similarly to ten years ago, we observe that participants strongly

associate external validity with how realistic a setting is. External

validity is still seen as producing practically relevant insights for

industry compared to internal validity.

5.1.3 The role of replication. Participants still indicate that they
value replications, that the community should emphasize them

more, and that they are likely to accept more replications as their

fellow reviewers.

The results of both studies show that participants value a certain

delta in replications compared to the replicated study. However, it

remains unclear whether this delta should aim at increasing internal

or external validity, or addressing suboptimal design decisions of the

original study. Furthermore, our results reveal that some believe

only replications with contradictory results are valuable, while

others view them as evidence of misconduct by the original authors.

This indicates misconceptions about the purpose of replications, a

sentiment not found in the data from ten years ago. Additionally,

the indicated mistrust toward researchers who conduct replications

of their own work, was not expressed as clearly ten years ago.

Overall, when we consider community efforts on improving the

understanding of validity and empirical methodologies, such as the

original study [37], books [14], standards [26], and other papers [4,

27, 28, 38, 41, 44], we see generally more educated reviewers, but

still no structural and organizational changes on a large scale, such

as reviewer assignments based on experience and expectations on

empirical methods.
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What has changed in 10 years?
▶ Participants in the replication study are more aware of the

tradeoff between different kinds of validity.

▶ Participants still strongly associate external validity with real-

istic research settings and practical impact.

▶ Views on how to address the tradeoff between internal and

external validity have not considerably changed.

▶ Participants still acknowledge the need for more replications,

and the emphasis on novelty is still seen as a hindering factor.

5.2 Perspective and Call to Action
Having replicated the study from ten years ago, our insights lead to

new conclusions and implications how to proceed as a community,

which we discuss in detail next.

▶ Distinction of different kinds of validity can help discussing fun-
damentally opposing positions within the community. Participants
in our replication survey find it generally important to differenti-

ate between ecological and external validity. While we agree with

some participants that the terminology itself generally does not

matter too much, it still provides us with a reference framework

to precisely talk about issues that the community is already con-

cerned with. For instance, driven by the lack of industrial relevance

in software engineering research, Briand et al. introduced a novel

paradigm called context-driven research, which defines research

problems according to industry needs [8]. By solving practically

relevant problems with realistic assumptions and evaluations (eco-

logically valid research), software engineering research can bridge

the gap between academia and industry. However, Briand et al. are

willing to trade off the generalizability of research results: “The fact
that solutions and results don’t generalize to all contexts [externally
valid research] shouldn’t be of concern.” [8]. Prioritizing ecological
validity over external validity is a valid approach, but we found

counter arguments, such as a lack of independence of research and

the inability to transfer insights from a large company to any other

company, thereby questioning the value of the results. Instead of

treating context-driven research as a separate paradigm, we suggest

extending the existing framework of validities to include ecological

validity, as this is also recognized and discussed in other fields.

▶ Improved reviewing processes, guidelines, and empirical standards.
Our results show that reviewers might hold very different values

and perspectives, despite reviewing the same paper. Given alone the

large variety of views on ecological validity, from “LOVE IT"𝑃68 to
“ignore it"𝑃58, our results show how large the spectrum of opinions

is. As a consequence, a paper under review might be judged by a

homogeneous group of reviewers not caring for this kind of study, a

homogeneous group being too optimistic about a methodology, or a

heterogeneous set of reviewers, whose decisionmight be dominated

by a persistent reviewer. All cases could lead to biased judgments of

the paper itself. This might contribute to a kind of randomness on

whether a paper gets accepted or rejected, which has been shown

to exist in review processes [19] and is a non-scientific assessment

of the work, as expectations and not the quality of research matter.

Reviewing guidelines provided to reviewers should accommodate

different scenarios, ensuring that reviewer preferences do not over-

shadow or misalign with different works. Precise terminology in

the papers and the reviewer profile and a clear understanding of

implications and tradeoffs are essential.

Currently, reviewing guidelines often use terms, such as qual-
ity, soundness, or rigor, to refer to the quality of a study, leaving

much room for interpretation by reviewers (despite more detailed

explanations in the guidelines). Clearly, judging research quality

is inherently challenging (which is why we conduct peer reviews),

but there should still be a common ground for evaluating studies

using different empirical methods. To help researchers identify

valid and invalid criticism based on research methods, reviewing

guidelines should foster and rely on standards for different aspects

of research work, such as research questions, methodology, and

context. For each of these, we should develop and maintain commu-

nity standards, such as the ACM SIGSOFT Empirical Standards [26]

for different methods. This would help reviewers and authors alike

by allowing them to judge different research fairly and appropri-

ately to the methodological specifics, and help write high quality

manuscripts according to an agreed standard.

Finally, guidelines alone are not sufficient. The paper assign-

ment process should also consider methodological preferences and

epistemological beliefs, rather than solely focusing on a paper’s

topic. One way to account for more than just the topic are matching

systems that match submissions to reviewers based on similarity

between submissions and the reviewer’s papers [9].

▶ To replicate or not to replicate. Most reviewers in our study find

replications valuable, yet acknowledge that they are rarely pub-

lished. A key reason is emphasizing on publishing novel research,
which is also considered essential for a successful career. This con-

tradicts the impression of a need for replications. If replications

should become a standard in our field, we need a cultural change

beyond the community’s efforts: funding agencies and institutions

must acknowledge the necessity of replications of certain projects.

However, this discussion has been ongoing for at least 25 years [5]

with little change in the status quo of published replications. We

should ask ourselves whether it is even possible for disciplines, such

as computer science or software engineering, to develop an empiri-

cal standard on par with other sciences, such as medicine. Given

the rapid pace of advancement in some areas, perhaps replications

are not the right tool, because generated theories or explanation

of phenomena might be outdated once or even before they are

published. Our study cannot answer this general question, but we

believe the community should continue this discussion, identifying

fields where replications are indispensable and those where they

are not worth the effort. This way, efforts to foster replications can

be targeted and streamlined.
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