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Abstract—Modern software systems are built to be used in dynamic environments using configuration capabilities to adapt to changes and external uncertainties. In a self-adaptation context, we are often interested in reasoning about the performance of the systems under different configurations. Usually, we learn a black-box model based on real measurements to predict the performance of the system given a specific configuration. However, as modern systems become more complex, there are many configuration parameters that may interact and we end up learning an exponentially large configuration space. Naturally, this does not scale when relying on real measurements in the actual changing environment. We propose a different solution: Instead of taking the measurements from the real system, we learn the model using samples from other sources, such as simulators that approximate performance of the real system at low cost. We define a cost model that transform the traditional view of model learning into a multi-objective problem that not only takes into account model accuracy but also measurements effort as well. We evaluate our cost-aware transfer learning solution using real-world configurable software including (i) a robotic system, (ii) 3 different stream processing applications, and (iii) a NoSQL database system. The experimental results demonstrate that our approach can achieve (a) a high prediction accuracy, as well as (b) a high model reliability.
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I. INTRODUCTION

Most software systems today are configurable, which gives end users, developers, and administrators the chance to customize the system to achieve a different functionality or tune its performance. In such systems, hundreds or even thousands of configuration parameters can be tweaked, making the system highly configurable [35]. The exponentially growing configuration space, complex interactions, and unknown constraints among configuration options make it difficult to understand the performance of the system. As a consequence, many users rely on default configurations or they change only individual options in an ad-hoc way.

In this work, we deal with the type of configurable systems that operate in dynamic and uncertain environments (e.g., robotic systems). Therefore, it is desirable to react to environmental changes by tuning the configuration of the system when we anticipate that the performance will drop to an undesirable level. To do so, we use black-box performance models that describe how configuration options and their interactions influence the performance of a system (e.g., execution time). Black-box performance models are meant to ease understanding, debugging, and optimization of configurable systems [35]. For example, a reasoning algorithm may use the learned model in order to identify the best performing configuration for a robot when it goes from indoor to an outdoor environment.

Typically, we learn a performance model for a given configurable system by measuring from a set of configurations selected by some sampling strategy. That is, we measure the performance of a given system multiple times in different configurations and learn how the configuration options and their interactions affect performance. However, such a way of learning from real systems, whether it is a robot or a software application, is a difficult task for several reasons: (i) environmental changes (e.g., people wandering around robots), (ii) high costs or risks of failure (e.g., a crashed robot), (iii) the large amount of time required for measurements (e.g., we have to repeat the measurements several times to get a reliable value), and (iv) changing system dynamics (e.g., robot motion). Moreover, it is often not possible to create potentially important scenarios in the real environment.

In this paper, as depicted in Figure 1, we propose a different solution: instead of taking the measurements from the real system, we reuse prior information (that we can get from other sources at a lower cost) in order to learn a performance model for the real system faster and cheaper. The concept of reusing information from other sources is the idea behind transfer learning [37], [31]. Similar to human beings that can learn from previous experience and transfer the learning to accomplish new tasks easier, quicker, and in a better way, in this work, we use other sources to provide cheaper samples for accelerating model learning. Instead of taking the measurements from the real system (we refer to as the target), we measure the system performance using a proxy of the system (we refer to as the source, e.g., a simulator). We then use a regression model that automatically learns the relationship between source and target to learn an accurate and reliable performance model using only a few samples taken from the real system, leading to much lower cost and faster learning.
processing applications, and (iii) a NoSQL database system. We evaluate our approach on (i) a robotic system, (ii) 3 stream processing applications, and (iii) a NoSQL database system.

In summary, our contributions are the following:

- A cost-aware transfer learning method that learns accurate performance models for configurable software.
- An implementation, analysis and experimental evaluation of our cost-aware transfer learning compared to a no transfer learning method.

II. MODEL LEARNING FOR PERFORMANCE REASONING IN HIGHLY CONFIGURABLE SOFTWARE

We motivate the model learning problem by reviewing specific challenges in the robotics domain. However, our method can be applied in other configurable systems as well.

A. A motivating example

The software embedded in a robot implements algorithms that enable the robot to accomplish the missions assigned to it, such as path planning [23]. Often, robotics software exposes many different configuration parameters that can be tuned and typically affect the robot’s performance in accomplishing its missions. For instance, we would like to tune the localization parameters of an autonomous robot while performing a navigation task as fast and safe as possible while consuming minimal energy (corresponding to longer battery life).

Navigation is the most common activity that a robot does in order to get from point A to point B in an environment as efficient as possible without hitting obstacles, walls, or people. Let us concentrate on the localization algorithm that enables navigation tasks and previous studies shown that configuration setting is influential to its performance [23]. Localization is the technique that enables the robot to find (i) its current position and (ii) its current orientation at any point in its navigation task [36]. Configurations that work well for one robot in one environment may not work well or at all in another environment for multiple reasons: (i) The environment in which robots operate may change at runtime. For instance, the robot may start in a dark environment and then reaches a much brighter area. As a result, the quality of localization may be affected as the range sensors for estimating the distance to the wall provide measurements with a higher error rate and the false readings increase then. (ii) The robot itself may move to an environment where the motion of the robot will change. For example, when a wheeled robot moves to a slippery floor, then the motion dynamics of the robot will change and the robot cannot accelerate the speed with the same power level. (iii) The physics of the environment may change. For example, imagine the situation where some items are put on a service robot while doing a mission. As a result, the robot has to sustain more weight and consumes more energy for doing the same mission. Therefore, it may be desirable to sacrifice the accuracy by adjusting localization parameters in order to perform the mission before running out of battery. (iv) A new mission may be assigned to the robot. While a service robot is doing a mission, a new mission may be assigned, for example, a new delivery spot may be defined. In cases where the battery level is too low to finish the new mission, we would change to a configuration that sacrifices the localization accuracy in favor of energy usage.

In all of these situations, it is desirable to change the configuration regarding the localization of the robot, in an automated fashion. For doing so, we need a model to reason about the system performance especially when we face contradicting aspects that require a trade-off at runtime. We can learn a performance model empirically using observations which are taken from the robot performing missions in a real environment under different configurations. But, the observations in real-world are typically costly, error-prone, and sometimes infeasible. There are, however, several simulation platforms that provide a simulated environment, in which we can learn about the performance of the robot in different conditions given a specific configuration (e.g., Gazebo [33]). Although the observations from a simulated environment are far less costly than the measurements taken from the real robot and impose no risks when a failure happens, they may not necessarily reflect real behavior, since not every physical aspect can be accurately modeled and simulated. Fortunately, simulations are often highly correlated with the real behavior. The key insight behind our approach is to learn the robot performance model by using only a few expensive observations on a real system, but several cheap samples from all sources.

B. Challenges

Although we can take relatively cheap samples from simulation, it is impractical and naive to exhaustively run simulation environments for all possible configurations:

- Exponentially growing space. The configuration space of just 20 parameters with binary options for each comprises of $2^{20} \approx 1m$ possible configurations. Even for this small configuration space, if we spend just one minute for collecting each sample, it will take about 2 years to perform an exhaustive sampling. Therefore, we can sample only a subset of this space, and we need to do the sampling purposefully.
- Negative transfer. Not all samples from a simulator reflect the real behavior and, as a result, they would not be useful for learning a performance model. More specifically, the measurements from simulators typically contain noise and for some configurations, the data may not have any relationship with the data we may observe on the real system. Therefore, if we learn a model based on these data, it becomes inaccurate and far from real system behavior. Also, any reasoning based on the model predictions becomes misleading or ineffective.
- Limited budget. Often, different sources of data exist (e.g., different simulators, different versions of a system) that we can learn from and each may impose a different cost. Often, we are given a limited budget that we can spend for either source and target sample measurements.

C. Problem formulation: Black-box model learning

In order to introduce the concepts in our approach concisely, we define the model learning problem using mathematical
notations. Let \( X_i \) indicate the \( i \)-th configuration parameter, which ranges in a finite domain \( \text{Dom}(X_i) \). In general, \( X_i \) may either indicate (i) an integer variable (e.g., the number of iterative refinements in a localization algorithm) or (ii) a categorical variable (e.g., sensor names or binary options (e.g., local vs global localization method). The configuration space is mathematically a Cartesian product of all of the domains of the parameters of interest \( X = \text{Dom}(X_1) \times \cdots \times \text{Dom}(X_d) \).

A black-box response function \( f : X \rightarrow \mathbb{R} \) is used to build a performance model given some observations of the system performance under different settings. In practice, though, the observation data may contain noise, i.e., \( y_i = f(x_i) + \epsilon_i, x_i \in X \) where \( \epsilon_i \sim \mathcal{N}(0, \sigma_i) \) and we only partially know the response function through the observations \( D = \{(x_i, y_i)\}_{i=1}^d, |D| \ll |X| \). In other words, a response function is simply a mapping from the configuration space to a measurable performance metric that produces interval-scaled data (here we assume it produces real numbers). Note that we can learn a model for all measurable attributes (including accuracy, safety if suitably operationalized), but here we mostly train predictive models on performance attributes (e.g., response time, throughput, CPU utilization).

Our main goal is to learn a reliable regression model, \( \hat{f}(\cdot) \), that can predict the performance of the system, \( f(\cdot) \), given a limited number of observations \( D \). More specifically, we aim to minimize the prediction error over the configuration space:

\[
\arg\min_{x \in X} pe = |f(x) - \hat{f}(x)|
\]  

In order to solve the problem above, we assume \( f(\cdot) \) is reasonably smooth, but otherwise little is known about the response function. Intuitively, we expect that for “near-by” input points \( x \) and \( x' \) their corresponding output points \( y \) and \( y' \) to be “near-by” as well.

D. State-of-the-art

In literature, model learning has been approached from two standpoints: (i) sampling strategies and (ii) learning methods.

1) Sampling: Random sampling has been used to collect unbiased observations in computer-based experiments. However, random sampling may require a large number of samples to build an accurate model [35]. More intelligent sampling strategies (such as Box-Behnken and Plackett-Burman) have been developed in the statistics and machine learning communities, under the umbrella of experimental design, to ensure certain statistical properties [27]. The aim of these different experimental designs is to ensure that we gain a high level of information from sparse sampling (partial design) in high dimensional spaces. Relevant to the software engineering community, several approaches tried different designs for highly configurable software [16] and some even consider cost as an explicit factor to determine optimal sampling [34].

Recently, researchers have tried novel ways of sampling with a feedback embedded inside the process where new samples are derived based on information gained from the previous set of samples. A recent solution [8] uses active learning based on a random forest to find a good design based on a multi-objective goal. Recursive Random Sampling (RRS) [41] integrates a restarting mechanism into the random sampling to achieve high search efficiency. Smart Hill Climbing (SHC) [40] integrates the importance sampling with Latin Hypercube Design (LHD). SHC estimates the local regression at each potential region, then it searches toward the steepest descent direction. An approach based on direct search [44] forms a simplex in the parameter space by a number of samples, and iteratively updates the simplex through a number of operations including reflection, expansion, and contraction to guide the sample generation. Quick Optimization via Guessing (QOG) [30] speeds up the optimization process exploiting some heuristics to filter out sub-optimal configurations.

2) Learning: Also, standard machine-learning techniques, such as support-vector machines, decision trees, and evolutionary algorithms have been tried [20], [42]. These approaches trade simplicity and understandability of the learned models for predictive power. For example, some recent work [43] exploited a characteristic of the response surface of the configurable software to learn Fourier sparse functions by only a small sample size. Another approach [35] also exploited this fact, but iteratively construct a regression model representing performance influences in an active learning process.

3) Positioning in the self-adaptive community: Performance reasoning is a key activity for decision making at runtime. Time series techniques [10] shown to be effective in predicting response time and uncovering performance anomalies ahead of time. FUSION [12], [11] exploited inter-feature relationships (e.g., feature dependencies) to reduce the dimensions of configuration space, making runtime performance reasoning feasible. Different classification models have been evaluated for the purpose of time series predictions in [3]. Performance predictions also have been applied for resource allocations at runtime [19], [21]. Note that the approaches above are referred to as black-box models. However, another category of models known as white-box is built early in the life cycle, by studying the underlying architecture of the system [15], [17] using Queuing networks, Petri Nets, and Stochastic Process Algebras [4]. Performance prediction and reasoning have also been used extensively in other communities such as component-based [5] and control theory [13].

4) Novelty: Previous work attempted to improve the prediction power of the model by exploiting the information that has been gained from the target system either by improving the sampling process or by adopting a learning method. Our approach is orthogonal to both sampling and learning, proposing a new way to enhance model accuracy by exploiting the knowledge we can gain from other relevant and possibly cheaper sources to accelerate the learning of a performance model through transfer learning. Transfer learning attempts to transfer knowledge learned in one or more source tasks and leverage it to improve learning in a related target task [37]. In this context, source tasks are performance models of the system under different environmental conditions: (i) different workload, (ii) different deployment infrastructure or (iii) different versions of the system. The performance of the system varies when one of these environmental conditions change, however, as we will show later in our experimental results, the performance responses are correlated. This correlation is an indicator that the source and target are related and there is a potential to learn across the environments.
Transfer learning has been applied previously for regression and classification problems in machine learning [31] and software engineering, e.g., for defect predictions [26], [29], [28] and effort estimation [25]. In software engineering, typically, transfer happens by learning useful information (about defects or efforts) across development projects, while in this work, transfer happens across environmental conditions for performance understanding of configurable systems. To the best of our knowledge, our approach is the first attempt towards learning performance models using cost-aware transfer learning for configurable software.

III. COST-AWARE TRANSFER LEARNING

In this section, we explain our cost-aware transfer learning solution to improve learning an accurate performance model.

A. Solution overview

An overview of our model learning methodology is depicted in Figure 2. We use the observations that we can obtain cheaply, with the cost of \( c_s \) for each sample, from an alternative measurable response function, \( g(\cdot) \), that yields different but related response to the target response, \( D_s = \{(x_s, y_s)|y_s = g(x_s) + \epsilon_s, x_s \in \mathbb{X}\} \), and transfer these observations to learn a performance model for the real system using only few observations from that system, \( D_t = \{(x_t, y_t)|y_t = f(x_t) + \epsilon_t, x_t \in \mathbb{X}\} \). The cost of obtaining each observation on the target system is \( c_t \), and we assume that \( c_s \ll c_t \) and that the source response function, \( g(\cdot) \), is related (correlated) to the target function, and this relatedness contributes to the learning of the target function, using only sparse samples from the real system, i.e., \(|D_t| \ll |D_s|\). Intuitively, rather than starting from scratch, we transfer the learned knowledge from the data we have collected using cheap methods such as simulators or previous system versions, to learn a more accurate model about the target configurable system and use this model to reason about its performance at runtime.

In Figure 3, we demonstrate the idea of transfer learning with a synthetic example. Only three observations are taken from a synthetic target function, \( f(\cdot) \), and we try to learn a model, \( \hat{f}(x) \), which provides predictions for unobserved response values at some input locations. Figure 3(b) depicts the predictions that are provided by the model trained using only the 3 samples without considering the transfer learning from any source. The predictions are accurate around the three observations, while highly inaccurate elsewhere. Figure 3(c) depicts the model trained over the 3 observations and 9 other observations from a different but related source. The predictions, thanks to transfer learning, are here closely following the true function with a narrow confidence interval (i.e., high confidence in predictions provided by the model). Interestingly, the confidence interval around points \( x = 2, 4 \) in the model with transfer learning have disappeared, demonstrating more confident predictions with transfer learning.

Given a target environment, the effectiveness of any transfer learning depends on the source environment and how it is related to the target [37]. If the relationship is strong and the transfer learning method can take advantage of it, the performance in the target predictions can significantly improve via transfer. However, if the source response is not sufficiently related or if the transfer method does not exploit the relationship, the performance may not improve or even may decrease. We show this case via the synthetic example in Figure 3(d) where the prediction model uses 9 samples from a misleading function that is unrelated to the target function (the response remains constant as we increase \( x \)); as a consequence, the predictions are very inaccurate and do not follow the growing trend of the true function.

For the choice of the number of samples from the source and target, we use a simple cost model (cf. Figure 2) that is based on the number of source and target samples as follows:

\[
C(D_s, D_t) = c_s \cdot |D_s| + c_t \cdot |D_t| + C_T(|D_s|, |D_t|),
\]

(2)

\[
C(D_s, D_t) \leq C_{max},
\]

(3)

where \( C_{max} \) is the experimental budget and \( C_T(|D_s|, |D_t|) \) is the cost of model training, which is a function of source
and target sample sizes. Note that this cost model makes the problem we have formulated in Eq. (1) into a multi-objective problem, where not only accuracy is considered, but also cost can be considered in the transfer learning process.

B. Model learning: Technical details

We use Gaussian Process (GP) models to learn a reliable performance model \( f(\cdot) \) that can predict unobserved response values. The main motivation to choose GP here is that it offers a framework in which performance reasoning can be done using mean estimates as well as a confidence interval for each estimation. In other words, where the model is confident with its estimation, it provides a small confidence interval; on the other hand, where it is uncertain about its estimations it gives a large confidence interval meaning that the estimations should be used with precautions. The other reason is that all the computations are based on linear algebra which is cheap to compute. This is especially useful in the domain of self-adaptive systems where automated performance reasoning in the feedback loop is typically time constrained and should be robust against any sort of uncertainty including prediction errors. Also, for building GP models, we do not need to know any internal details about the system; the learning process can be applied in a black-box fashion using the sampled performance measurements. In the GP framework, it is also possible to incorporate domain knowledge as prior, if available, which can enhance the model accuracy [20].

In order to describe the technical details of our transfer learning methodology, let us briefly describe an overview of GP model regression; a more detailed description can be found elsewhere [39]. GP models assume that the function \( f(x) \) can be interpreted as a probability distribution over functions:

\[
y = \tilde{f}(x) \sim \mathcal{GP}(\mu(x), k(x, x')),
\]

where \( \mu : \mathbb{R} \rightarrow \mathbb{R} \) is the mean function and \( k : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) is the covariance function (kernel function) which describes the relationship between response values, \( y \), according to the distance of the input values \( x, x' \). The mean and variance of the GP model predictions can be derived analytically [39]:

\[
\begin{align*}
\mu_t(x) &= \mu(x) + k(x, x)^T (K + \sigma^2 I)^{-1} (y - \mu), \\
\sigma^2_t(x) &= k(x, x) + \sigma^2 I - k(x, x)^T (K + \sigma^2 I)^{-1} k(x),
\end{align*}
\]

where \( k(x)^T = [k(x, x_1) \quad k(x, x_2) \quad \cdots \quad k(x, x_t)] \), \( I \) is identity matrix and

\[
K := 
\begin{bmatrix}
k(x_1, x_1) & \cdots & k(x_1, x_t) \\
\vdots & \ddots & \vdots \\
k(x_t, x_1) & \cdots & k(x_t, x_t)
\end{bmatrix}
\]  

C. Model prediction using transfer learning

In transfer learning, the key question is how to make accurate predictions for the target environment using observations from other sources, \( D_s \). We need a measure of relatedness not only between input configurations but between the sources as well. The relationships between input configurations was captured in the GP models using the covariance matrix that was defined based on the kernel function in Eq. (7). More specifically, a kernel is a function that computes a dot product (a measure of “similarity”) between two input configurations. So, the kernel helps to get accurate predictions for similar configurations. We now need to exploit the relationship between the source and target functions, \( g, f \), using the current observations \( D_s, D_t \) to build the predictive model \( \hat{f} \). To capture the relationship, we define the following kernel function:

\[
k(f, g, x, x') = k_t(f, g) \times k_{xx}(x, x'),
\]

where the kernels \( k_t \) represent the correlation between source and target function, while \( k_{xx} \) is the covariance function for inputs. Typically, \( k_{xx} \) is parameterized and its parameters are learned by maximizing the marginal likelihood of the model given the observations from source and target \( D = D_s \cup D_t \). Note that the process of maximizing the marginal likelihood is a standard method [39]. After learning the parameters of \( k_{xx} \), we construct the covariance matrix exactly the same way as in Eq. 7 and derive the mean and variance of predictions using Eq. (5), (6) with the new \( K \). The main essence of transfer learning is, therefore, the kernel that captures the source and target relationship and provides more accurate predictions using the additional knowledge we can gain via the relationship between source and target.

D. Transfer learning in a self-adaptation loop

Now that we have described the idea of transfer learning for providing more accurate predictions, the question is whether such an idea can be applied at runtime and how the self-adaptive systems can benefit from it. More specifically, we now describe the idea of model learning and transfer learning in the context of self-optimization, where the system adapts its configuration to meet performance requirements at runtime. The difference to traditional configurable systems is that we learn the performance model online in a feedback loop under time and resource constraints. Such performance reasoning is done more frequently for self-adaptation purposes.

An overview of a self-optimization solution is depicted in Figure 4 following the MAPE-K framework [9], [24]. We consider the regression model that we learn via transfer learning in this work as the Knowledge component of the MAPE-K that acts as an interface to which other components can query the performance. For deciding how many observations and from what source to transfer, we use the cost model that we have introduced earlier. At runtime, the managed system is Monitored by pulling the end-to-end performance metrics (e.g., latency, throughput) from the corresponding sensors. Then, the retrieved performance data needs to be Analysed. Next, the model needs to be updated taking into account the new performance observations. Having updated the model, a new configuration may be Planned to replace the current
configuration. Finally, the new configuration will be enacted by executing platform-specific operations. This enables model-based knowledge evolution using machine learning [2], [21].

The underlying model can be updated not only when a new observation is available but also by transferring the learning from other related sources. So at each adaptation cycle, we can update our belief about the correct response given data from the managed system and other related sources. This can be particularly useful when the adaptive systems need to make a decision when the internal knowledge utilized in the MAPE-K loop is not accurate enough, e.g., in early stages of learning when the system needs to react to environmental changes the internal knowledge is not accurate and as a result the adaptation decisions are sub-optimal [22]. In this situation, even the measurements from a noisy source (e.g., simulator) could be beneficial in order to boost the initial performance achievable using only the transferred knowledge, before any further learning is done. Also, another challenge that has been reported in the past is the slow convergence of the learning process [22], in this situation, transfer learning can accelerate the learning process in the target environment given the transferred knowledge compared to the amount of time to learn it from scratch.

IV. EXPERIMENTAL RESULTS

We evaluate the effectiveness and applicability of our transfer learning approach for learning models for highly-configurable systems, in particular, compared to conventional non-transfer learning. Specifically, we aim to answer the following three research questions:

RQ1: How much does transfer learning improve the prediction accuracy?

RQ2: What are the trade-offs between learning with different numbers of samples from source and target in terms of prediction accuracy?

RQ3: Is our transfer learning approach applicable in the context of self-adaptive systems in terms of model training and evaluation time?

We will proceed as follows. First, we will return to our motivating example of an autonomous service robot to explore the benefits and limitations of transfer learning for this single case. Subsequently, we explore the research questions quantitatively, performing experiments on 5 different configurable systems. We have implemented our cost-aware transfer learning approach in Matlab 2016b and, depending on each experiment, we have developed different scripts for data collections and automated configuration changes. The source code and data are available in an online appendix [1].

A. Case study: Robotics software

We start by demonstrating our approach with a small case study of service robots, which we already motivated in Section II-A. Our long-term goal is to allow the service robots to adapt effectively to (possibly unanticipated) changes in the environment, in its goals, or in other parts of the system, among others, by reconfiguring parameters. Specifically, we work with the CoBot robotic platform [38].

To enable a more focused analysis and presentation, we focus on a single but important subsystem and two parameters: The particle-filter-based autonomous localization component of the CoBot software [7] determines the current location of the robot, which is essential for navigation. Among the many parameters of the component, we analyze two that strongly influence the accuracy of the localization and required computation effort, (1) the number of particle estimates and (2) the number of gradient descent refinement steps applied to each of these particles when we receive a new update from sensors. At runtime, the robot could decide to reconfigure its localization component to trade off location accuracy with energy consumption, based on the model we learn.

We have extensively measured the performance of the localization component with different parameters and with different simulated environmental conditions in prior work [23]. For the two parameters of interest (number of particles and refinements), we used 25 and 27 different values each, evenly distributed on the log scale within their ranges ([5−10,000] and [1−10,000]), i.e., |X| = 25 × 27 = 675. Specifically, we have repeatedly executed a specific mission to navigate along a corridor in the simulator and measured performance in terms of CPU usage (a proxy for energy consumption), time to completion, and location accuracy. Each measurement takes about 30 seconds. In Figure 5a, we illustrate how CPU usage depends on those parameters (the white area represents configurations in which the mission fails to complete).

As a transfer scenario, we consider simulation results given different environment conditions. As a target, we consider measurements that we have performed in the default configuration. As a source, we consider more challenging environment conditions, in which the odometry sensor of the robot is less reliable (e.g., due to an unfamiliar or slippery surface); we simulate that the odometry sensor is both miscalibrated (30%) and noisy (±45%). We assume that we have collected these measurements in the past or offline in a simulator and that those measurements were therefore relatively cheap. As shown in Figure 5b, localization becomes more computationally expensive in the target environment. Our goal is to use (already available) data from the noisy environment for learning predictions in the non-noisy target environment with only a few measurements in that environment.
**Observations:** For both source and target environments, we can learn fairly accurate models if we take large numbers of samples (say $|D| > 80\% \times |\mathcal{X}|$) in that environment, but predictions are poor when we can sample only a few configurations (say $|D| < 1\% \times |\mathcal{X}|$). That is, we need at least a moderate number of measurements to produce useful models for making self-adaptation decisions at runtime. Also, using the model learned exclusively from measurements in the source environment to predict the performance of the robot in the more noisy environment leads to a significant prediction error throughout the entire configuration space (cf. Figure 5c). However, transfer learning can effectively calibrate a model learned from cheap measurements in the source environment to the target environment with only a few additional measurements from that environment. For example, Figure 5d shows the predictions provided by a model that has been learned by transfer learning using 18 samples from the source and only 4 samples from the target environment. As a result, the model learned the structure of the response properly in terms of changing of values over the configuration space.

In Figure 6a, we illustrate how well we can predict the target environment with a different number of measurements in the source and the target environment. More specifically, we randomly sampled configurations from both source and target between $[0 \text{ to } 100\%]$ and $[0 \text{ to } 10\%]$ respectively and we measured the accuracy as the relative error comparing predicted to actual performance in all 675 configurations. Note $|D_s| = 0$ corresponds to model learning without transfer learning. We can see that, in this case, predictions can be similarly accurate when we replace expensive measurements from the target environment by more, but cheaper samples. Moreover, we have noticed that the models learned without transfer learning are highly sensitive to the sample selection (cf. Figure 6b). The variance becomes smaller when we increase the number of source samples (along with the y-axis) leading to more reliable models. In this case study, all model learning and evaluation times (both for normal learning and transfer learning) are negligible (< 5s), cf. Figure 6c,d.

**Relatedness:** In this case study, we can also observe that the relatedness between the source and target matters by changing the environments more or less aggressively. For that purpose, we simulated six alternative source environments by adding noise with different power levels to the source we considered previously (i.e., odometry miscalibration of 30% and noise of ±45%, cf., Figure 7). Typically, the stronger the target environment is changed from the source (default) environment, the larger the difference in performance is observed for the same configuration between the two environments. This relationship is visible in correlation measures in Figure 7.

The prediction error reported in Figure 7 indicates that transfer learning becomes more effective (i.e., produces accurate models with a few samples from the target environment) if measurements in the source and target are strongly correlated. This also demonstrates that even transfer from a response with a small correlation helps to learn a better model comparing with no transfer learning.

Based on this observation, we need to decide (i) from which alternative source and (ii) how many samples we transfer to derive an accurate model. In general, we can: either (a) select the most related source and sample only from that source, or (b) select fewer samples from unrelated sources and more from the more related ones to transfer. Note that our transfer learning method supports both strategies. For this purpose, we use the concept of relatedness (correlation) between source and target. The former is simpler, but we need to know, a priori, the level of relatedness of different sources. The latter is more sophisticated using a probabilistic interpretation of relatedness to learn from different sources using a concept of distance from the target. Our method supports this through the
kernel function in Eq. 8 that embeds the knowledge of source correlations and exploits that knowledge in the model learning process. The selection of a specific strategy depends on several factors including: (i) the cost of samples from each specific source (samples from some sources may come for free, i.e. \( c_s = 0 \) and we may want to use more samples from this source despite the fact that it may be less relevant), (ii) the bound on runtime overhead (more samples leads to a higher learning overhead), and (iii) domain for which the model is used (some domain are critical and some adversaries may manipulate the input data exploiting specific vulnerabilities of model learning to compromise the whole system security [32]). We leave the investigation of strategy selection as a future work.

B. Experiment: Prediction accuracy and model reliability

With our case study, we demonstrated our approach on a specific small example. To increase both internal and external validity, we perform a more systematic exploration on multiple different configurable systems.

Subject systems: First, we again use the localization component of the CoBot system, but (since we are no longer constrained by plotting results in two dimensions) explore a larger space with 4 parameters. In addition, we selected highly-configurable systems as subjects that have been explored for configuration optimization in prior work [20]: three stream processing applications on Apache Storm (WordCount, RollingSort, SOL) and a NoSQL database benchmark system on Apache Cassandra. WordCount is a popular benchmark [14] featuring a three-layer architecture that counts the number of words in the incoming stream and it is essentially a CPU intensive application. RollingSort is a memory intensive system that performs rolling counts of incoming messages for identifying trending topics. SOL is a network intensive system, where the incoming messages will be routed through a multi-layer network. These are standard benchmarks that are widely used in the research community [14] as well as industry benchmarks [18]. From the practical perspective, these benchmark applications are based on popular big data engines (e.g., Storm) and understanding the performance influence of configuration parameters can have a large impact on the maintenance of modern systems that are based on these highly-configurable engines. For more details about these systems, we refer to the appendix [1].

The notion of source and target set depends on the subject system. In CoBot, we again simulate the same navigation mission in the default environment (source) and in a more difficult noisy environment (target). For the three stream processing applications, source and target represent different workloads, such that we transfer measurements from one workload for learning a model for another workload. More specifically, we control the workload using the maximum number of messages which we allow to enter the stream processing architecture. For the NoSQL application, we analyze two different transfers: First, we use as a source a query on a database with 10 million records and as target the same query on a database with 20 million records, representing a more expensive environment to sample from. Second, we use as a source a query on 20 million records on one cluster and as target a query on the same dataset run on a different cluster, representing hardware changes. Overall, our subjects cover different kinds of applications and different kinds of transfer scenarios (changes in the environment, changes in the workload, changes in the dataset, and changes in the hardware).

Experimental setup: As independent variables, we systematically vary the size of the learning sets from both source and target environment in each subject system. We sample between 0 and 100% of all configurations in the source environment and between 1 and 10% in the target.

As a dependent variable, we measure learning time and prediction accuracy of the learned model. For each subject system, we measure a large number of random configurations as the evaluation set, independently from configurations sampled for learning, and compare the predictions of the learned model \( \hat{f} \) to the actual measurements of the configurations in the evaluation set \( D_e \). We compute the absolute percentage error (APE) for each configuration \( x \) in the evaluation set \( \frac{|f(x) - \hat{f}(x)|}{f(x)} \times 100 \) and report the average to characterize the accuracy of the prediction model. Ideally, we would use the whole configuration space as evaluation set \( (D_e = X) \), but the measurement effort would be prohibitively high for most real-world systems [20], [35]; hence we use large random samples (cf. size column in Table I).

The measured and predicted metric depends on the subject system: For the CoBot system, we measure average CPU usage during the same mission of navigating along a corridor as in our case study; we use the average of three simulation runs for each configuration. For the Storm and NoSQL experiments, we measure average latency over a window of 8 and 10 minutes respectively. Also, after each sample collection, the experimental testbed was cleaned which required several minutes for the Storm measurements and around 1 hour (for offloading and cleaning the database) for the Cassandra measurements. We sample a given number of configurations in the source and target randomly and report average results and standard deviations of accuracy and learning time over 3 repetitions.
TABLE I: Overview of our experimental datasets. “Size” column indicates the number of measurements in the datasets and “Testbed” refer to the infrastructure where the measurements are taken and their details are in the appendix.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Size</th>
<th>Testbed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CoBot(4D)</td>
<td>1-odom_miscalibration, 2-odom_noise, 3-num_Particles, 4-num_refinement</td>
<td>56585</td>
<td>C9</td>
</tr>
<tr>
<td>2 wc(6D)</td>
<td>1-spouts, 2_max_spout, 3-spout_wait, 4-splitters, 5-counters, 6-netty_min_wait</td>
<td>2880</td>
<td>C1</td>
</tr>
<tr>
<td>3 sol(6D)</td>
<td>1-spouts, 2_max_spout, 3-top_level, 4-netty_min_wait, 5-message_size, 6-bolts</td>
<td>2866</td>
<td>C2</td>
</tr>
<tr>
<td>4 rs(6D)</td>
<td>1-spouts, 2_max_spout, 3-sorters, 4-errf_freq, 5-chunk_size, 6-message_size</td>
<td>3840</td>
<td>C3</td>
</tr>
<tr>
<td>5 cass-10</td>
<td>1-trickle_fsync, 2-auto_snapshot, 3-con_reads, 4-con_writes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 cass-20</td>
<td>1-trickle_fsync, 2-auto_snapshot, 3-con_reads, 4-con_writes</td>
<td>1024</td>
<td>C6x,C6y</td>
</tr>
</tbody>
</table>

Results: We show results of our experiments in Figure 8. The 2D plot shows average errors across all subject systems. The results in which the set of source samples \( D_s \) is empty represents the baseline case without transfer learning. Although the results differ significantly among subject systems (not surprising, given different relatedness of the source and target) the overall trends are consistent.

First, our results show that transfer learning can achieve high prediction accuracy with only a few samples from the target environment; that is, transfer learning is clearly beneficial if samples from the source environment are much cheaper than samples from the target environment. Given the same number of target samples, the prediction accuracy becomes better up to even 3 levels of magnitudes as we include more samples from the source.

Second, using transfer learning with larger samples from the source environment reduces the variance of the prediction error. That is, models learned with only a few samples from the target environment are more affected by the randomness in sampling from the configuration space. Conversely, transfer learning improves the quality and reliability of the learned models, by reducing sensitivity to the sample selection.

Third, the model training time increases monotonically when we increase the sample size for target or source (cf. Figure 6c for the CoBot case study and for the other subject systems in the appendix). At the same time, even for large samples, it rarely exceeds 100 seconds for our subject systems, which is reasonable for online use in a self-adaptive system. Learning time is negligible compared to measurement times in all our subject systems.

Finally, the time for evaluating the models (i.e., using the model to make a prediction for a given configuration), does not change much with models learned from different sample sizes (cf. Figure 6d) and is negligible overall (< 300ms).

Summary: we see improved accuracy and reliability when using transfer learning with additional source samples (RQ1); we see clear trade-offs among using more source or target samples (RQ2); and we see that training and evaluation times are acceptable to be applied for self-adaptive systems (RQ3).

C. Discussion: Trade-offs and cost models

Our experimental results clearly show that we can achieve accurate models both with a larger number of samples from source or target environment or both: In Figure 8, we can see how many models for different numbers of source and target samples yield models with similar accuracy. Those different points with the same accuracy can be interpreted as indifference curves (a common tool in economics [6]). We can invest different measurement costs to achieve models with equivalent utility. In Figure 8a, we show those indifference curves more explicitly for the CoBot system. Using the indifference curves enables us to decide how many samples from either a source or a target we should use for the model learning process that is most beneficial in increasing predictive accuracy over unseen regions of the configuration space while satisfying the budget constraint. Given concrete costs and budgets, say, samples from the target environment are 3 times more expensive to gather than samples from the source environment, we plotted an additional line representing our budget and find the combination of source and target samples that produces the best prediction model for our budget (see intersection of the budget line with the highest indifference curve in Figure 8). Although we will not know the indifference lines until we run extensive experiments, we expect that the general trade-offs are similar across many subject systems and transfer scenarios and that such a cost model (cf. Eq. 2) can help to justify decisions on how many samples to take from each environment. We leave a more detailed treatment to future work.

In this context, we can fix a cost model (i.e., fixing specific values for \( c_x, c_t \)) and transform the indifference diagrams into a multi-objective goal and derive the Pareto front solutions as shown in Figure 9. This helps us to locate the feasible Pareto front solutions within the sweet spot.

D. Threats to validity and limitations

1) Internal validity: In order to ensure internal validity, we repeated the execution of the benchmark systems and measure performance for a large number of configurations. For doing so, we have invested several months for gathering the measurements, which resulted in a substantial dataset. Moreover, we used standard benchmarks so that we are confident in that we have measured a realistic scenario.

2) External validity: In order to ensure external validity, we use three classes of systems in our experiments including: (i) a robotic system, (ii) 3 different stream processing applications, and (iii) a NoSQL database system. These systems have different numbers of configuration parameters and are from different application domains.

3) Limitations: Our learning approach relies on several assumptions. First, we assume that the target response function is smooth. If a configuration parameter has an unsteady performance behavior, we cannot learn a reliable model, but only approximate its performance close to the observations. Furthermore, we assume that the source and target responses are related. That is they are correlated to a certain extent. The more related, the faster and better we can learn. Also, we need the configurable system to have a deterministic performance behavior. If we replicate the performance measurements for the same system, the observed performance should be similar.
V. CONCLUSIONS

Today most software systems are configurable and performance reasoning is typically used to adapt the configuration in order to respond to environmental changes. Machine learning and sampling techniques have been previously proposed to build models in order to predict the performance of unseen configurations. However, the models are either expensive to learn, or they become extremely unreliable if trained on sparse samples. Our cost-aware transfer learning method is orthogonal to the both previously proposed directions promoting to learn from other cheaper sources. Our approach requires only very few samples from the target response function and can learn an accurate and reliable model based on sampling from other relevant sources. We have done extensive experiments with 5 highly configurable systems demonstrating that our approach (i) improves the model accuracy up to several orders of magnitude, (ii) is able to trade-off between different number of samples from source and target, and (iii) imposes an acceptable model building and evaluation cost making appropriate for application in the self-adaptive community.

Future directions. Beside performance reasoning, our cost-aware transfer learning can contribute to reason about other non-functional properties and quality attributes, e.g., energy consumption. Also, our approach could be extended to support configuration optimization. For example, in our previous work, we have used GP models with Bayesian optimization to focus on interesting zones of the response functions to find optimum configuration quickly for big data systems [20]. In general, our notion of cost-aware transfer learning is independent of a particular black-box model and complementary to white-box approaches in performance modeling such as queuing theory. A more intelligent way (e.g., active learning) of sampling the source and the target environment to gain more information is also another fruitful future avenue.
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