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Despite the absence of a formal process and a central command-and-control structure, developer organization in open-source software (OSS) projects is far from being a purely random process. Prior work indicates that, over time, highly successful OSS projects develop a hybrid organizational structure that comprises a hierarchical part and a non-hierarchical part. This suggests that hierarchical organization is not necessarily a global organizing principle and that a fundamentally different principle is at play below the lowest positions in the hierarchy. Given the vast proportion of developers are in the non-hierarchical part, we seek to understand the interplay between these two fundamentally differently organized groups, how this hybrid structure evolves, and the trajectory individual developers take through these structures over the course of their participation. We conducted a longitudinal study of the full histories of 20 popular OSS projects, modeling their organizational structures as networks of developers connected by communication ties and characterizing developers’ positions in terms of hierarchical (sub)structures in these networks. We observed a number of notable trends and patterns in the subject projects: (1) hierarchy is a pervasive structural feature of developer networks of OSS projects; (2) OSS projects tend to form hybrid organizational structures, consisting of a hierarchical and a non-hierarchical part; and (3) the positional trajectory of a developer starts loosely connected in the non-hierarchical part and then tightly integrate into the hierarchical part, which is associated with acquisition of experience (tenure), in addition to coordination and coding activities. Our study (a) provides a methodological basis for further investigations of hierarchy formation, (b) suggests a number of hypotheses on prevalent organizational patterns and trends in OSS projects to be addressed in further work, and (c) may ultimately guide the governance of organizational structures.
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Fig. 1. Even without formal process or mandated developer roles, hierarchical structure emerges in OSS projects, with few developers on top of the hierarchy (blue, big smileys) and many developers lower in or even outside the hierarchy (gray, small smileys) [25].

1 INTRODUCTION

Many software systems are developed either as open-source software (OSS) or rely on OSS libraries, frameworks, etc. [47]. OSS developers actively contribute to an OSS project by means of coding and by issuing and discussing bug reports, feature requests, etc. OSS developers typically organize in a decentralized and self-organized manner [4]. Despite the absence of a formal process and a central command-and-control structure, prior studies have shown that developer organization is far from being a purely random process. Studies of developer organization based on network models have been accumulating growing evidence that multiple organizing principles are simultaneously at play [4, 25–27]. Two important organizing principles are: (1) the probability that a randomly selected developer has $k$ connections to other developers in the network is described by a power law—the scale-freeness principle—and (2) developers organize into densely connected groups—the community principle. It has been shown that, to simultaneously reconcile these two principles under one roof, the groups must arrange according to a hierarchy (see Fig. 1) [39]. Hierarchical organization induces a dependence between the number of connections to a developer (node degree) and the density of local connections (clustering coefficient), which can be used to test for the presence of hierarchy [39].

Recently, Joblin et al. [26] found indications that, over time, highly successful OSS projects develop a hybrid organizational structure that comprises a hierarchical part and a non-hierarchical part. This observation is consistent with previous findings reported in the literature [11, 33] and is intriguing for two reasons: (1) it implies that hierarchical organization is not necessarily a global organizing principle and that a fundamentally different principle is at play below the lowest positions in the hierarchy; (2) the vast majority of developers often occupy non-hierarchically organized positions in the developer network. In this vein, previous work suggests a connection between role stratification and the emergence of organizational structure [26]. Role stratification is the process of the emergence of developer roles arising from differences in the developers’ behavior. Role stratification limits coordination overhead and improves information flow, this way, influencing project quality and performance [18, 26, 28, 36, 45, 46]. In particular, Joblin et al. [25] provide evidence that developer roles and hierarchy in developer networks are connected such that core developers occupy upper positions in the hierarchy and peripheral developers occupy lower positions [25], where core developers play an essential role in developing the system architecture, programming, and forming the general leadership structure, with long-term involvement, and (2) peripheral developers help with bug fixes or small enhancements, with irregular or short-term involvement.
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Given the influential role of developers in the hierarchical part and the vast majority of developers in the non-hierarchical part, it is important to understand the interactions within and between these differently organized groups. To this end, we want to learn whether the hybrid structure is universal and how it evolves with project lifecycles. In addition, we adopt the perspective of individual developers and investigate how they traverse through the organizational structure from on-boarding to off-boarding, how their support contacts (i.e., co-developers) are structurally distributed within the organization, and how tenure and programming activity relate to their structural position. An improved understanding of these aspects is important for two main reasons: (1) it provides insight into the organizational mechanisms that large successful OSS projects use to manage coordination and communication, which is ultimately useful for any large-scale, globally distributed software development project; (2) our insights lay the foundation to derive measures that encourage a project towards known successful organizational structures to increase the likelihood of success. On the one hand, hierarchy has certain functional advantages when it comes to efficiency, but the lack of information channel redundancy makes it vulnerable in volatile conditions (e.g., high developer turnover). On the other hand, non-hierarchical structures with lots of built-in redundancy tend to be robust to volatile conditions, but are less efficient. By better understanding the dynamics and relationships between parts of the project that are organized differently, we can begin to understand which organizational structures are ideal given the behavior of members or groups and how they interact with each other. For example, it is plausible that newly on-boarded developers (which are likely more volatile) would not be ideal candidates to be positioned higher in a hierarchy, but rather begin outside the hierarchy and then become members of the hierarchical part over a period of time once it is clear they are a consistent contributor.

To address these questions, we conduct a longitudinal study on 20 popular OSS projects of various application domains and sizes with a total of 831 6-months snapshots. We explore their organizational structure as a network of developers who are connected by communication ties [29]. Based on these developer networks, we divide the set of developers into a hierarchical and non-hierarchical part and explore its evolutionary trends (RQ₁), we track the neighborhood of individual developers to understand their placement and progression in the hierarchy (RQ₂, RQ₃), and we characterize the roles of developers in the hierarchy with information on tenure and activity (RQ₄).

In our study, we make a number of notable observations, including that (1) hierarchy is a pervasive structural feature of developer networks of OSS projects, (2) OSS projects tend to form hybrid organizational structures, consisting of a hierarchical and a non-hierarchical part, and (3) the positional trajectory of a developer is to start loosely connected in the non-hierarchical part and then tightly integrate into the hierarchical part, which is associated with acquisition of experience (tenure), in addition to coordination and coding activities. Furthermore, our study (a) provides a methodological basis for further investigations of hierarchy formation, (b) suggests a number of hypotheses on prevalent organizational patterns and trends in OSS projects to be addressed in further work, and (c) may ultimately help to guide the governance of organizational structures.

In summary, we make the following contributions:

- insights regarding the presence and evolution of hierarchical and hybrid organizational structures in OSS projects and a method to identify these structures;
- findings regarding the nature of the relationship between members of the hierarchical and non-hierarchical parts;
- a comparison of the developers in the hierarchical and non-hierarchical parts regarding tenure and activity level;
- a discussion of practical implications and hypotheses that shall guide further research;
Fig. 2. Three networks with the corresponding clustering coefficient $c_i = 2 \cdot n_i / (k_i \cdot (k_i - 1))$ for node $v_1$ in descending order according to clustering coefficient (left to right).

2 BACKGROUND & RELATED WORK

In this section, we provide general background information and related work on network hierarchy and other network concepts. Thereafter, we discuss related work on developer networks specifically.

2.1 Network Analysis

A network is an object consisting of a set of nodes and a set of binary relations or links between the nodes. The most common type of network is the homogeneous, undirected, and unweighted network which consists of only one type of node, the link implies a symmetric relationship, and each link is defined to have equivalent magnitude. We use this network type in our study. Given a network, there exists a suite of analysis metrics for studying its properties. Two fundamental node-level metrics are the degree and clustering coefficient. A node’s degree is defined to be the number of links it appears in. For example, in Fig. 2, the node labeled $v_1$ has a degree of four. While the node degree captures information between a node and its immediate neighborhood, the node clustering coefficient captures information about how members of a node’s neighborhood are connected to each other. More specifically, the clustering coefficient is the ratio of existing links to all possible links among a node’s direct neighbors. The clustering coefficient $c_i$ is defined as $2 \cdot n_i / (k_i \cdot (k_i - 1))$, with $n_i$ being the number of links between the $k_i$ neighbors of node $v_i$. A fully connected subgraph has a clustering coefficient of 1. Nodes with only one neighbor have a degree of 1, but no valid clustering coefficient. Examples of various networks and corresponding clustering coefficients are illustrated in Fig. 2.

Depending on the underlying organizational principles that influence the formation of links in a network, the types of structural features the networks posses can differ significantly. For example, if the existence of each link is determined purely by chance (i.e., by flipping an unbiased coin where heads corresponds to a link and tails does not) then an Erdős and Rényi (ER) random network is generated as shown in Fig. 3 (left) [13]. Due to the independent formation of each link, these networks lack higher-order structure (e.g., communities or hierarchy). To achieve a departure from these purely random network structures, an underlying organizing principle must induce a dependence between the links. For example, if groups of nodes exist such that forming links among members of the same group is more likely than forming links with members of different groups, then higher-order structure in the form of communities or hierarchy arises [14]. Some real-world networks are also known to be scale-free, which implies that the degree distribution of nodes follows a power-law distribution [35]. One way this property occurs is through a dependence between degree and the probability of link formation, such that nodes with a higher degree are more likely to gain new links than a node with a lower degree, which is known as preferential attachment [35].
A third example of non-random structure is hierarchy. Hierarchical structure in networks can be achieved by inducing a dependence between the clustering coefficient and the degree [39]. Network hierarchy manifests as local clustering within a global tree-like arrangement of these clusters, which is shown in Fig. 3 (right). Due to the stochastic nature of complex networks, the concept of hierarchy differs slightly from a strict hierarchy which forbids relationship between entities at the same layer. It should be noted that hierarchy is distinct from community and core/periphery structures which do not require a dependence between the clustering coefficient and degree [39].

### 2.2 Developer Networks

For studying socio-technical aspects of software development, networks are used to represent relationships between developers induced by their development activities. Typically, networks are constructed by considering information from the version control system by extracting relationships from the commit activity [7–9, 25–27, 31, 34], from communication activity through issue trackers or mailing lists [4, 20, 49], or a combination of both [3, 5, 30].

Network representations of software projects have proven to be a powerful abstraction in numerous applications. Wolf et al. [49] showed that developer networks can successfully predict the occurrence of build failures. Multiple studies have demonstrated that developer networks can successfully predict software defects [3, 32] and Nagappan et al. [34] found that organizational metrics are even more predictive of software quality factors than traditional source code metrics. Shin et al. [41] showed that developer activity metrics extracted from networks are predictive of security vulnerabilities. When it comes to developers roles, Joblin et al. [25] found that the structural position of developers within the network is reflective of developer perception. These studies show evidence that developer networks contain rich structure that is related to several highly relevant socio-technical dimensions of a software project. Inspired by these results, our

---

Fig. 3. Random network (left) and hierarchical network (right) and below a scatter plot of node degree $k$ versus clustering coefficient $C(k)$ for each network.
primary focus is on achieving a deeper understanding what fundamental structures exist, how they evolve with time, and how developers embed within them.

Determining whether developer networks’ link formation is driven primarily by a purely random process or by non-random organizational principles has received some attention. Bird et al. [4] identified that developer communication networks contain a latent community structure that is consistent with non-random link formation. Similarly, in developer networks constructed from commit activity, Joblin et al. [27] found that developers form communities that are statistically significant and align with developer’s perception of team collaboration. The scale-free property also appears to be pervasive among projects that achieve sustained long-term growth and there is initial evidence of hierarchy existing in OSS projects [26]. Given that hierarchy functions as a unifying principle of two other important structures, communities and scale-freeness, it is imperative to better understand the role hierarchy plays is OSS projects.

3 RESEARCH QUESTIONS

Before we describe our method, we discuss the research questions that motivated us to develop the method in the first place.

RQ1: Are there patterns in terms of structure and evolution that exist in OSS projects with respect to hierarchy?

Hierarchy and role stratification emerge in times of project growth and increased coordination overhead [21, 45, 50], and organizational structure is closely related to project sustainability and scalability [51]. As a consequence, the fundamental organizing principles at play must evolve throughout the project life cycle. It remains an open question, however, whether hierarchical, non-hierarchical, and hybrid structures are a pervasive phenomenon governing organization in OSS projects and at which points in the project lifecycle these structures exist. Answering RQ1 sheds light on hierarchy and hybrid structure as a global network property that co-evolves with the different project phases and growth regimes. Since each type of organizational structure exhibits certain strengths and weaknesses, by knowing what organizational structures exist and when, we would be able to assess whether the observed structures make appropriate accommodations to the current project conditions.

RQ2: How does an individual developer’s position in the hierarchy change over time?

While the perspective of RQ1 is rather global, we now peer through the lens of individual developers to understand their personal journey through the organizational structure. Similar to the organizational structure of a project, the roles of developers evolve along with their activity in the project [52]. Understanding the social dynamics in OSS projects requires understanding the relationship between on-boarding of developers and their later roles [6, 54] and the determinants of the chances to reach an influential position [10, 53]. In our study, we look for typical “trajectories” of developers through a project’s hierarchy. Clearly, different roles imply different experience levels, consistency of involvement, and level of commitment. Since certain organizational structures are not well suited for high volatility (e.g., hierarchy), the inconsistent involvement exhibited by some roles poses a risk, unless the roles are organized differently. By answering this question, we are able to observe how large-scale and successful OSS projects integrate new developers and how their progression is reflected in their structural position. This information is useful to identify problematic on-boarding, off-boarding, and developmental progression practices occurring in a project and apply corrective measures to ensure a higher probability of success.
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RQ3: How are a developer’s contacts distributed over the organizational structure of an OSS project?

One way how network hierarchy can benefit project quality and success is through improved communication and information flow. Consequently, it is important to understand who a developer’s social contacts and cooperation partners are. Canfora et al. [6] investigated who is responsible for on-boarding new community members in OSS projects. They found that whether a developer’s first contact is an isolated or a well-integrated community member has an important influence on information flow and knowledge sharing. Afsar and Badir [1] and Zhou and Mockus [55] provide more evidence for knowledge sharing of colleagues and especially newcomers during their on-boarding phase. Steinmacher et al. [42] analyze the extent to which social contacts into the group of an OSS community’s core developers simplify on-boarding into new projects. We expect that developers who communicate early with other developers from the top of the hierarchy will eventually rise in the hierarchy, which we will verify by tracking their positions in the hierarchy over time.

RQ4: How do tenure and programming activity of developers affect their position in the project’s organizational structure?

Since different positions in the organizational structure enable different functions, in a healthy project, the position a developer has should ideally support the developer’s role and should not expose the project to unnecessary risk. In OSS projects, important developers are often responsible for both, coordination and the bulk of the programming work [12, 40, 50]. By analyzing e-mail data and data from issue trackers in combination with commit data, we are able to investigate the relationship of coordination and programming tasks with respect to a developer’s position in the hierarchical structure of the project. The entire process usually takes time: Developers become core developers and project leaders only with sufficient experience in the project [2, 54]. In combination, these aspects may explain why tenure has only a weak relation to the number of code contributions: The number of code contributions increases only in the starting phase of a project and caps after around three years [52]. It is beneficial to understand the relationship between function and structural position in large-scale OSS projects, because it helps us to establish practices that are conducive to successful outcomes. For example, if developers with primarily coordination tasks are positioned outside of the hierarchy, that could be an indication that there is a mismatch between the function and structural position. In that case, policies and practices should be revised to induce a healthier project structure.

4 METHOD

We now introduce the details for constructing developer networks and the corresponding statistical methods used to identify the hierarchical and non-hierarchical developer portions.

4.1 Data Extraction & Construction of Developer Networks

To create developer networks from OSS projects, we extract link structure based on e-mail communication on the developer mailing list of the project or based on issue discussions on issue trackers corresponding to the project. We downloaded developer mailing lists from the mailing list archive GMANE\(^1\) and retrieved GitHub issue discussions from GitHub’s REST API\(^2\) for issue comments,

\(^1\)http://gmane.org/
\(^2\)https://docs.github.com/en/rest/
review comments, and pull-request comments. For the extraction of background information about developers and their commits in an OSS project, we use CODEFACE, which includes, beside mining of software repositories and mailing lists, entity matching between the developers in the version control system and the senders and receivers of e-mails or issue discussions.

The developer networks contain only a single node type, denoting a developer, and a single link type, denoting a communication activity, that is, e-mail communication for mail networks and issue communication for issue networks. We define a link to exist between a pair of developers when both have contributed, at least, one e-mail to a common e-mail thread on the mailing list or made a comment to, at least, one common issue. E-mails relating to a common thread can be trivially grouped on the basis of a unique thread identifier, issue comments are automatically related to an issue when extracting them from GitHub’s API. Links are undirected and have no weight attribute. Note that the hierarchy measure that we use is defined on undirected networks [39]. To build and analyze the developer networks, we use the library coronet [23].

We capture the temporal dimension of the project history by applying a sliding window approach to produce a sequence of networks [26]. This means, the communication activity used to construct a developer network spans a time range of six months and the sliding windows overlap by 50% (i.e., an overlap of three months) to allow for smooth transitions between adjacent windows. This choice balances between fluctuation and noise in short time ranges (prohibiting us from observing any non-spurious patterns, plus randomly losing communication activity that happens across time range borders) and losing detail in long ranges due to aggregation [31].

4.2 Typical Structure and Evolution (RQ1)

For each network, we visualize, per analyzed time range, the hierarchical position of all developers in one plot, as shown in Fig. 4. The plot shows the values $k_i$ (x axis, logarithmic scale) and $c_i$ (y axis, logarithmic scale) for every developer $i$ for one time range. The right side of the dashed line shows the relationship between $c_i$ and $k_i$ that is typical for a hierarchical network: a linear relationship with negative slope [39]. To the left of the dashed line, the relationship appears fundamentally different in that there is certainly no linear relationship and even appears to be no relationship. The absence of a linear relationship with a negative slope indicates that hierarchical organization is not present and is consistent with the random graph introduced in Fig. 3. Determining the hierarchical and non-hierarchical parts corresponds to identifying a breakpoint between the linearly related segment and remaining unrelated segment (i.e., identifying an optimal position for the dotted line in Fig. 4). Fig. 5 illustrates the decision space for this problem, where each vertical line corresponds to a candidate breakpoint. Our method for automating the identification of this breakpoint relies on a mixed approach of human labeling and combinatorial optimization. The human labeling is used to learn rules for trimming the candidate space, making the combinatorial optimization procedure more efficient. As a secondary use of the human labeled data, we test how well our automated method generalizes to decisions made by human annotators that were not used to find parameters for the method.

---

3As previous research has shown that GitHub issue data could be distorted by bots that automatically comment on issues but are not human beings [16, 48], we used the tool BoDeGHa [15] to remove comments created by bots from the issue discussions.

4https://github.com/se-sic/codeface/

5We also treat the initial comment authored by the issue creator as a comment, as well as pull-request review comments and all their replies.

6https://github.com/se-sic/coronet/
4.2.1 Manual Data Labeling. We used human annotation to obtain labels for 289 randomly selected developer networks from a subset of our subject projects (see Sec. 5.1). In this case, a labeled data point corresponds to a network and the position of a breakpoint for decomposing the network into hierarchical and non-hierarchical parts. The division into a hierarchical and non-hierarchical part was done in a consensus vote based on visual inspection by three of the authors, no specialized domain knowledge was required for this task. As no bias should be introduced into this judgement, no information on the project and its members was used during the process.

To perform this labeling task, human annotators were shown a figure with 20 candidate breakpoints (see Fig. 5) and asked to select one. We formed candidate groups by dividing the range of node degrees into 20 buckets (intervals) of equal length $b_1..b_{20}$. This choice provided a reasonable compromise between granularity and computational cost. The first candidate group for the hierarchical part contained the developers in the bucket with the highest node degrees ($b_1$), with a minimum of two developers. The second candidate group contained developers of the two buckets with the highest node degrees ($b_1 \cup b_2$), and the developers of the remaining 18 buckets ($\bigcup_{i=3..20} b_i$) for the non-hierarchical part. This continued until all developers are included in the candidate group for the hierarchical part, resulting in 20 candidate groups in total. The annotation instructions indicated that the breakpoint should be chosen such that points to the right exhibit a linear relationship with a negative slope and points to the left do not. Each network to be labeled was shown to multiple annotators and an average was taken to reduce error. For the example in Fig. 5, the annotators chose the buckets $b_{10}$, $b_{11}$, and $b_{13}$.
We used 80% (231) of the labeled examples for fitting parameters in our automated method, described in detail below. The remaining 20% (58) of the labeled examples were used to test the agreement between our automated method and human annotators on networks not used during parameter fitting. The results indicate that the automated method and human annotation differ on average by 10% (i.e., an error of two buckets). For the example in Fig. 5, our automated method (which we describe in what follows) selects $b_{13}$.

### 4.2.2 Combinatorial Optimization

The following describes our automated method for determining the hierarchical and non-hierarchical parts.

**Step 1 (Compute metrics of the candidate groups).** To choose the optimal split of the developers into a hierarchical and non-hierarchical part, we start from 20 equally-sized candidate groups, which was a reasonable compromise between granularity and computational cost for our data set. Three metrics (also visualized in Fig. 4 as dashed line and arrows) for every candidate group served as input to an optimization procedure:

- (A) the percentage of nodes of the hierarchical part ($perc$);
- (B) the angle between regression line (red solid line in Fig. 4) and $x$ axis ($angle$);
- (C) and the residual variance of the regression fit ($var$).

The percentage of developers in the hierarchical part ($perc$) is defined as the number of developers (black dots) to the right of the dashed line divided by the number of all developers in the plot (all developers in the time range with two or more interactions). The solid line is the fitted regression line from a least-squares single linear regression of the log clustering coefficient on the log node degree. The angle between this line and the $x$ axis (the bent arrow) is related to the hierarchical part, such that a higher angle indicates a stronger hierarchical structure [26, 39]. If this angle is zero, no hierarchy is present. The goal is to find the largest possible angle. We compute the residual variance ($var$) for the hierarchical part of the candidate group as the average squared deviation of the black dots right of the dashed line (illustrated by the double-sided arrows in Fig. 4). The regression line should be as close to each black dot (developer) as possible. Thus, the variance should be as low as possible. As result of Step 1, we know $perc$, $angle$, and $var$ for each of the 20 candidate groups.

**Step 2 (Apply thresholds to candidate groups).** We aim at identifying the most suitable set of developers comprising the hierarchical part. To this end, the decision on whether to keep a candidate group or not is based on thresholds that we determined from the manual data labeling (as described above in Sec. 4.2.1), which we have performed on a sample of our subject projects, to filter degenerate cases (e.g., a large variance that blurs the hierarchical structure). Hence, based on all the selected buckets that resulted from the manual data labeling, we computed the following thresholds, which we now apply to all candidate groups:

- (A) the hierarchical part must contain, at least, 5% of the developers ($perc > 5\%$);
- (B) the angle between the $x$ axis and the regression line must be, at least, $35^\circ$ ($angle > 35^\circ$);
- (C) and the residual variance of the regression fit must be smaller than 0.5 ($var < 0.5$).

All candidate groups that satisfy these three minimum requirements are the input for the third step. Formally, we denote the set of remaining candidate groups for time range $t \in 1..T$ as $S_t$.

**Step 3 (Selection of optimal candidate group).** We select one of the candidate groups $s \in S_t$ per time range that best describes the hierarchical and the (remaining) non-hierarchical part. To this end, we compute $\mathcal{F} = \bigcup_{t \in 1..T} S_t$, the union of the sets of candidate groups of all time ranges per project. As the range of the three criteria varies from project to project, we first standardized the values from Step 2 project-wise by subtracting the project-specific means of the criteria (Equ. (1))
Fig. 6. The considered developer of the project Node.js (developer 874) starts in the non-hierarchical part (dark blue triangle) with a low number of contacts and a high clustering coefficient. Later, the developer moves to the hierarchical part, having many contacts and a low clustering coefficient, until the developer leaves the project (light blue rectangle). The color of the big rectangles in the background denotes the count of how many time ranges the developer has held a certain position; the darker the rectangle, the longer the developer has held the position.

and by dividing by the standard deviation of the criteria, (Equ. (2)). If $m_s$ represents any of the three measures for candidate group $s \in S$ in time range $t \in 1, \ldots, T$, and $N = |S|$ is the number of all candidate groups for one project across all time ranges, the calculus is:

$$\bar{m} = \frac{1}{N} \cdot \left( \sum_{s \in S} m_s \right)$$

(1)

$$sd = \sqrt{\frac{1}{N-1} \cdot \left( \sum_{s \in S} (m_s - \bar{m})^2 \right)}$$

(2)

$$m_{s}^{std} = \frac{m_s - \bar{m}}{sd}.$$  

(3)

This results in a standardized percentage measure $perc_s^{std}$, angle $angle_s^{std}$, and residual variance $var_s^{std}$. To solve the optimization problem of finding the best candidate group, we use the three standardized measures. We aggregate them by computing a weighted sum, giving higher priority (three times) to the percentage of developers in the hierarchical part. We determined this priority based on the manual data labeling, which we have performed on a sample of our subject projects. Then, one candidate $s \in S_t$ is selected per time range $t \in 1..T$, such that the weighted sum of the three criteria is maximal:

$$\arg \max_{s \in S_t} (3 \cdot perc_s^{std} + angle_s^{std} - var_s^{std})$$

(4)

This way, our method favors high values for criteria (A) and (B), but penalizes high values for criterion (C). This procedure results in one split per time range and project. Algorithm 1 summarizes the described steps. More details and examples are available on the supplementary website.

4.3 Change of Position in Hierarchy (RQ2)

To address RQ2, we track how a developer’s position in the organizational structure changes over time. For this purpose, we normalize the clustering coefficient and node degree to analyze the position independent of the network size (i.e., number of developers) over the entire project history.
Algorithm 1: Divide developers into a hierarchical and a non-hierarchical part

Data: networks $net_t$ for each time range $t \in 1..T$
Result: developers $s_t$ of the hierarchical part

for $t \in 1..T$ do
  foreach developer $i$ in $net_t$ do
    $k_i$ := node degree of $i$
    $n_i$ := number of links between neighbors of $i$
    $c_i := 2 \cdot n_i / (k_i \cdot (k_i - 1))$  \(\triangleright \text{ clustering coefficient}\)
  end
  divide range of $\log(k_i)$ into 20 buckets $b_1..b_{20}$
  $s := b_1, S_t := \{s\}$
  for $z \in 2..20$ do
    $s := s \cup b_z, S_t := S_t \cup \{s\}$  \(\triangleright \text{ compute candidate groups } S_t \text{ for hierarchy}\)
  end
  for $s \in S_t$ do
    compute $perc_s$, $angle_s$, and $var_s$
    if $-(perc_s > 0.05 \land angle_s > 35^\circ \land var_s < 0.5)$ then
      $S_t := S_t \setminus \{s\}$  \(\triangleright \text{ Step 2}\)
    end
  end
  $S := \bigcup_{t \in 1..T} S_t$  \(\triangleright \text{ Step 3}\)
  for $s \in S$ do
    compute standardized values $var_{std}^s, perc_{std}^s, angle_{std}^s$
  end
  for $t \in 1..T$ do
    $s_t = \arg \max_{s \in S_t} (3 \cdot perc_{std}^s + angle_{std}^s - var_{std}^s)$  \(\triangleright \text{ selection of optimal candidate group } s_t\)
  end
return $\{s_t \mid t \in 1..T\}$

The clustering coefficient ranges between $[0, 1]$, so its log ranges from $-\infty$ to 0. To track the position of individual developers in the hierarchy, we compare their position across different networks. To prevent distorting effects, we normalize the node degree and clustering coefficient across the networks of the project’s history. We normalize the smallest clustering coefficient over a time range and project to a value of $-1$, by dividing all log clustering coefficients by the absolute value of the smallest log clustering coefficient. This way, the developer with the highest node degree and the lowest clustering coefficient of a time range is always on the same position in the hierarchy plot, irrespective of the network size. The closer the normalized clustering coefficient is to $-1$, the more important is the respective developer’s role as hub. The log node degree is a positive number. We normalize it to a value in $[0, 1]$ by dividing all log node degrees by the highest log node degree in the given time range. Thus, the developer with the highest node degree has a normalized degree of 1 (see Fig. 6).

We describe the developer’s change of position as changes in the developer’s normalized position in the organizational structure. In Fig. 6, we show such a change with a trajectory and a heat map for a developer of the project Node.js. The considered developer starts (dark blue triangle) with a low node degree and a high clustering coefficient. Then, the developer’s node degree increases while the clustering coefficient decreases (movement to the hierarchical part), until the developer reaches a very high position (bottom right of the plot) in the project community, which is stable.
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for several time ranges. Thus, the developer has acquired many neighbors who do not interact a lot with each other, until the developer leaves the project (light blue rectangle).

We restrict our analysis to the 10 most active developers per project, as understanding the typical contribution and activity cycle of them allows us to analyze the on- and off-boarding process of socially active developers. To detect the 10 most active developers, we compute the total number of interaction partners per developer over the project history. To achieve a more complete perspective, we also select 10 developers randomly and analyze their changes of position. In addition, we also provide descriptive statistics for the selected developers (number of commits, number of e-mails or issue comments, respectively, the number of active time periods and how many of these time periods the developer was part of the hierarchical part), to give an impression of their activity.

4.4 Developers’ Neighborhood (RQ3)

For RQ3, we extract the direct neighbors (i.e., first-order neighborhood) of the developers selected in RQ2 and analyze the distribution of the neighbors regarding their position in the hierarchical or non-hierarchical part. Since the networks evolve with time, each neighborhood set is indexed by time as well (see Fig. 7). Based on how the networks are constructed, a neighbor is a developer who participated in, at least, one common communication activity (e-mail thread for mail networks or issue discussion for issue networks, respectively) within the six-months period on which the network has been constructed.

4.5 Tenure and Programming Activity (RQ4)

To answer RQ4, we compute tenure as the time between the first communication activity of a developer and the end date of the current time range for all developers. The end date of the time range represents the passed time for all developers, including the new developers in this time range. We compute the number of files edited by each developer within a time range and represent the results with scatter plots; we extract the number of edited files per developers from the version control system of the projects. For both, tenure and programming activity, we compare the developers of within and outside the hierarchy, globally as well as their trends over time. We use a one-tailed, unpaired Mann-Whitney U test for the global comparisons and report the corresponding $p$ values as well as Cliff’s Delta $d$, which quantifies the effect size corresponding to the statistical test.
Table 1. Overview of subject projects

<table>
<thead>
<tr>
<th>Project</th>
<th>Date</th>
<th># Global</th>
<th># Max</th>
<th># Min</th>
<th># First</th>
<th># Last</th>
<th>kLOC</th>
<th>Project Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Django</td>
<td>2005–2017</td>
<td>4458</td>
<td>601</td>
<td>139</td>
<td>174</td>
<td>139</td>
<td>657</td>
<td>Web application framework</td>
</tr>
<tr>
<td>FFmpeg</td>
<td>2002–2017</td>
<td>5668</td>
<td>531</td>
<td>213</td>
<td>213</td>
<td>285</td>
<td>1431</td>
<td>Video/audio conversion</td>
</tr>
<tr>
<td>GCC</td>
<td>2000–2018</td>
<td>9086</td>
<td>1295</td>
<td>2</td>
<td>2</td>
<td>262</td>
<td>10988</td>
<td>C compiler conversion</td>
</tr>
<tr>
<td>Git</td>
<td>2004–2017</td>
<td>9151</td>
<td>951</td>
<td>2</td>
<td>2</td>
<td>579</td>
<td>742</td>
<td>Version control</td>
</tr>
<tr>
<td>LLVM</td>
<td>2002–2017</td>
<td>6230</td>
<td>982</td>
<td>2</td>
<td>27</td>
<td>2</td>
<td>2883</td>
<td>Compiler framework</td>
</tr>
<tr>
<td>OwnCloud</td>
<td>2009–2018</td>
<td>1487</td>
<td>389</td>
<td>26</td>
<td>26</td>
<td>30</td>
<td>588</td>
<td>File hosting</td>
</tr>
<tr>
<td>QEMU</td>
<td>2003–2016</td>
<td>7131</td>
<td>781</td>
<td>38</td>
<td>38</td>
<td>551</td>
<td>1430</td>
<td>Visualization software</td>
</tr>
<tr>
<td>Qt</td>
<td>2008–2018</td>
<td>1312</td>
<td>358</td>
<td>3</td>
<td>111</td>
<td>145</td>
<td>7461</td>
<td>GUI toolkit</td>
</tr>
<tr>
<td>U-Boot</td>
<td>2000–2017</td>
<td>7684</td>
<td>735</td>
<td>26</td>
<td>26</td>
<td>30</td>
<td>1942</td>
<td>Boot loader</td>
</tr>
<tr>
<td>Wine</td>
<td>2002–2017</td>
<td>3436</td>
<td>424</td>
<td>12</td>
<td>298</td>
<td>12</td>
<td>4864</td>
<td>Compatibility layer</td>
</tr>
<tr>
<td>Angular</td>
<td>2014–2020</td>
<td>22304</td>
<td>4248</td>
<td>5</td>
<td>5</td>
<td>2177</td>
<td>1050</td>
<td>Web development platform</td>
</tr>
<tr>
<td>Atom</td>
<td>2012–2020</td>
<td>20646</td>
<td>3655</td>
<td>8</td>
<td>8</td>
<td>626</td>
<td>242</td>
<td>Text editor</td>
</tr>
<tr>
<td>Bootstrap</td>
<td>2011–2021</td>
<td>23602</td>
<td>3413</td>
<td>631</td>
<td>1782</td>
<td>631</td>
<td>132</td>
<td>Web front-end framework</td>
</tr>
<tr>
<td>Electron</td>
<td>2013–2020</td>
<td>15017</td>
<td>2139</td>
<td>15</td>
<td>15</td>
<td>1622</td>
<td>225</td>
<td>Application framework</td>
</tr>
<tr>
<td>Flutter</td>
<td>2015–2020</td>
<td>33800</td>
<td>11493</td>
<td>27</td>
<td>27</td>
<td>10325</td>
<td>1145</td>
<td>UI development kit</td>
</tr>
<tr>
<td>Moby</td>
<td>2013–2020</td>
<td>27777</td>
<td>4691</td>
<td>386</td>
<td>386</td>
<td>1151</td>
<td>1636</td>
<td>Software containerization</td>
</tr>
<tr>
<td>Node.js</td>
<td>2014–2020</td>
<td>12165</td>
<td>2197</td>
<td>865</td>
<td>1422</td>
<td>865</td>
<td>7234</td>
<td>JavaScript runtime</td>
</tr>
<tr>
<td>React</td>
<td>2013–2020</td>
<td>15220</td>
<td>2062</td>
<td>135</td>
<td>135</td>
<td>958</td>
<td>402</td>
<td>JavaScript library</td>
</tr>
<tr>
<td>TypeScript</td>
<td>2014–2020</td>
<td>17703</td>
<td>3165</td>
<td>491</td>
<td>491</td>
<td>2573</td>
<td>3350</td>
<td>JavaScript language</td>
</tr>
<tr>
<td>Webpack</td>
<td>2012–2020</td>
<td>12324</td>
<td>2199</td>
<td>9</td>
<td>9</td>
<td>814</td>
<td>200</td>
<td>Bundler for modules</td>
</tr>
</tbody>
</table>

1 Date: time period of availability of mailing data (upper ten projects) and issue data (lower ten projects)
2 \# Global: number of active developers; \# Max, \# Min: maximal and minimal number of active developers (incl. developers with 1 or 0 contacts) in a time range; \# First, \# Last: number of active developers in first and last range
3 kLOC: number of lines of code (LOC) in thousands, including comments and blank lines

5 LONGITUDINAL STUDY

To answer our research questions, we conducted an exploratory, longitudinal study on 20 popular and widely-used OSS projects.

5.1 Subject Projects

For our study, we selected 20 subject projects. Since OSS projects are of different age and use a wide array of communication channels [43], we focus on projects that either use a mailing list or an issue tracker as their main communication channel, from which we construct developer networks. Half of our subject projects uses a mailing list as their main communication channel, and the other half of them mainly uses GitHub issues; none of our subject projects uses both communication channels simultaneously. Both kinds of communication channels that we investigate, developer mailing lists and GitHub issues, are used for public, technical discussions among developers and for reviewing code changes (in terms of patches on mailing lists, in terms of pull requests on GitHub issues).

Hence, both communication channels contain similar content and are used for similar purposes, which is why only either of the channels is used in each of our subject projects.

We cover projects from various domains (including compilers and virtualization software), programming languages (e.g., C, Python, JavaScript), and sizes (from 132 kLOC to 10 988 kLOC; see Table 1). To reduce bias due to noisy and incorrect data, we limited our selection of projects: For projects with publicly accessible mailing lists, we only select projects that have already been studied in the related literature [5, 25–27]. For the selection of projects that use the GitHub issue tracker, we considered the list of most starred GitHub projects in 2020.

https://www.attosol.com/top-50-projects-on-github-2020/
Fig. 8. Project GCC shows a typical evolution pattern: The number of developers increases, and after a certain period of time, the number decreases (left). The fraction of developers with no, one, or more than one contacts becomes stable (middle). The fraction of developers in the hierarchical part slowly increases (right).

5.2 Results

In this section, we summarize and discuss the most important results and observations of our study, and we derive a number of hypotheses to guide further work. As we generated a large amount of data, we present only selected cases and representative figures here (e.g., we use only results from the 6-month time ranges since they are most illustrative). The remaining data are available on the paper’s supplementary website (SW). In what follows, we include links to the plots on the supplementary website in braces after the project’s name. For example, (GI) links to the plot of the programmer activity’s analysis for project git of the form [abbreviation for project, (number of developer), abbreviation for analysis], directly leading to the specific plots.

Table 1 shows the maximum and minimum number of developers, as well as the number of developers at a project’s start and end times. In all projects, the number of developers increases, reaches a peak, and then decreases. An exception is project WINE (WiA). There, we observe only a decrease. The typical behavior happens in four patterns: (1) a slow and steady increase is followed by a short decrease (ELECTRON (EA), LLVM (LA), QEMU (QeA), and REACT (RA)); (2) a steeper increase is followed by a slower and smooth decrease (with possible bumps), for ANGULAR (AnA), ATOM (AtA), DJANGO (DA), GCC (GeA), MOBY (MA), NODE.JS (NA), OWNCLOUD (OA), QT (QA), and WEBPACK (WeA); (3) increase, decrease, increase: BOOTSTRAP (BA), FFmpeg (FA), and GIT (GA); (4) only increase: FLUTTER (FA), TYPESCRIPT (TA), and U-BOOT (UA). An example for the most frequent pattern (2) is GCC (Fig. 8 (left)).

5.2.1 Typical Structure and Evolution (RQ1).

Results. With an increasing number of developers, the proportion of developers in the hierarchical part decreases in most projects; and, with a decreasing number of developers, the proportion of developers in the hierarchical part increases (ANGULAR (AnA), ATOM (AtA), BOOTSTRAP (BA), ELECTRON (EA), FLUTTER (FA), GCC (GeA), GIT (GA), LLVM (LA), MOBY (MA), NODE.JS (NA), OWNCLOUD (OA), QT (QA), QEMU (QeA), REACT (RA), TYPESCRIPT (TA), U-BOOT (UA), and WEBPACK (WeA)). We illustrate this in Fig. 8 (right) for GCC: The percentage of developers in the hierarchical part grows from 7% to 25%, while the developers’ number falls from around 1300 developers to around 260 developers. For the projects FFmpeg (FA) and DJANGO (DA), the portion of the hierarchy and the number of developers is independent of each other. The portion of hierarchy of WINE (WiA) is mainly stable, but in the end, we find an increase of the portion.

Only in a low number of the analyzed time ranges, we do not find a hierarchical structure: ANGULAR (AnH) (range 1), ATOM (AtH) (range 1), FLUTTER (FIH) (ranges 16 and 17), GCC (GeH) (ranges 1, 2, and 3), GIT (GIH) (ranges 1 and 2), OWNCLOUD (OH) (range 31), QT (QH) (ranges 1–6), U-BOOT (UH) (range 1), WEBPACK (WH) (range 1), and WINE (WiH) (range 61). This mostly happens in the very
Fig. 9. Hierarchical structure of the 25th analyzed 6-month time range of project Angular: The plot shows, on a logarithmic scale, the node degree and clustering coefficient of all developers who participated in the issue discussions of this time range. We identified a hierarchical structure (to the right of the dashed line).

first time ranges of a project, where only very few developers are communicating yet, ending up in a loosely connected network where most developers have less than three connections to others.

Nonetheless, for almost all ranges of the above stated projects and all ranges for the projects Bootstrap (BH), Django (DH), Electron (EH), FFmpeg (FfH), LLVM (LH), Node.js (NH), Qemu (QeH), React (RH), and TypeScript (TH), we are able to identify a hierarchical structure for all analyzed time ranges. To provide an example, we show the hierarchical part of project Angular in Fig. 9 (to the right of the dashed line). Over time, the residual variance of the regression fit and the angle between regression line and x axis (see Sec. 4.2.2) stay relatively stable for each project.

Answering RQ1, we observe the presence of a hierarchical part for all analyzed projects. A pervasive phenomenon is that the proportion of developers in the hierarchy changes over time: At the beginning, when projects have few developers, almost all developers tend to be positioned within the hierarchical part; as the project matures and grows, the vast majority of developers exist outside of a hierarchy (up to 90%). Thus, we see evidence of temporal patterns that indicate a fundamental shift in the organizing principles at play in OSS projects. The fundamental shift is from hierarchy as a global organizing principle at an early project stage to a local hierarchical part with the vast majority not hierarchically organized in later project stages.

Discussion. As we were able to identify a hierarchical structure in almost all time ranges for all subject projects, independent of the number of developers and independent of the communication channel (issue tracker or mailing list), our method on decomposing developer networks into a hierarchical and a non-hierarchical part is generalizable to projects of different sizes, different ages, different domains, and different communication channels. Our findings support previous indications that successful OSS projects develop a hybrid organizational structure composed of a hierarchical and a non-hierarchical part, with most of the developers being part of the non-hierarchical part.

The presence of a hierarchical part tends to be unaffected by variations in the numbers of developers of a project; variation tends to be limited to fluctuations in its relative size as the project matures. Developers who enter or leave the hierarchical part change its composition. Despite this developer turnover, the slow change in residual variance and in the angle between the regression line (red solid line in Fig. 9) and the x-axis over time, as indicators for stable hierarchical structure, suggests that the subject projects have a stable organizational structure. This finding is in line with the hypothesis that the hierarchical part is principally responsible for coordination supporting information exchange [25]. In this case, one would indeed expect that successful projects achieve stable hierarchy, since large structural shifts disrupt coordination.
5.2.2 Change of Position in Hierarchy (RQ2).

Results. In Fig. 10, we show how the position of an exemplary developer changes during the evolution of project LLVM. The developer starts in the upper left of the plot, that is, at the bottom of the hierarchy or already in the non-hierarchical part. Then, the clustering coefficient decreases as the developer moves down in the plot towards the hierarchical part, where the developer stays for around 12 time ranges. Then, the developer moves back to the non-hierarchical part and potentially leaves the project (if this is not yet the end of our analyzed time period).

We find notable patterns of positional change, which we summarize in Table 2 for mail networks and Table 3 for issue networks. In total, we analyze 200 developers per data source (i.e., 200 developers for issue networks and 200 developers for mail networks)—the 10 developers with maximum node degree and 10 random developers per project as described in Sec. 4.3. We provide descriptive statistics for both, the most active and the randomly selected developers, in Tables 6 and 7 in the appendix. In general, the majority of the randomly selected developers contributed no commit to the project and only few e-mails or issue comments, whereas the most active developers were not only highly active in communicating, but were also highly active code contributors. (Project GCC is an exception, where even none of the most active communicators contributed any commit to the source code; we discuss this phenomenon further below in Sec. 5.2.4.) As expected, the most active developers appear to be active in more time ranges than the randomly selected developers do. In line with that, the most active developers are mostly part of the hierarchical part, whereas the randomly selected developers are only rarely part of the hierarchical part.

The mail and issue networks exhibit largely similar movement patterns for the selected developers, so we focus on the details of mail networks to summarize. The movement patterns describe different starting points and directions of position changes in the organizational structure. The most frequent pattern occurs in all projects: 40 out of 100 most active developers start at the non-hierarchical part’s upper left region in the hierarchy plot, then move down to the upper levels of the hierarchical part (lower right), to finally return to the non-hierarchical part again (pattern “down → up”). An example of this pattern is developer 1610 of the project LLVM (Fig. 10). The two second most frequent patterns (18 out of 100) describe developers who move from the non-hierarchical part to the upper levels of the hierarchical part (that is, down to the right in the hierarchy plot, pattern “down”) and developers moving in the opposite direction (18 out of 100), that is, they start in the hierarchical part and then move to the non-hierarchical part (pattern “up”). The five remaining patterns play only a secondary role and do not occur often. In the end, we find 11 developers over all projects who have other (individual) movement patterns.

For the randomly selected developers, we find the same patterns, but with different frequencies. Often, developers remain relatively constant in one area in the hierarchy (35 out of 99, pattern “constant”) and they move only slightly. We find also that developers move horizontally (i.e., they have more neighbors, but the connectivity between the neighbors stays constant, 18 out of 99, “horizontal”) and remain active only for few time ranges.

For the issue networks, we end up in largely similar pattern occurrences, but we get much more occurrences of pattern “constant” for the randomly selected developers (68 out of 100) than we do for the randomly selected developers from the mail networks (35 out of 99).

Answering RQ2, we observed patterns of transitions regarding developers’ trajectory through positions in the organizational structure. In the two most frequent patterns, developers move from the non-hierarchical to the hierarchical part. In one, they move back and in the other, they stay. Other transitions tend to be rare.
Fig. 10. The considered developer of the project LLVM (developer 1610) starts with a low number of contacts and a high clustering coefficient in the non-hierarchical part (dark blue triangle). The developer has many contacts in the middle of the project’s analyzed time ranges, then they move back to the non-hierarchical part, until they leave the project (light blue rectangle). Hence, the corresponding movement pattern for this developer is “down → up”. The color of the big rectangles in the background denotes the count of how many time ranges the developer has held a certain position; the darker the rectangle, the longer the developer has held the position.

Table 2. Frequency of directions of positional change in the hierarchy for the 10 most active/10 randomly selected developers for mail networks.

<table>
<thead>
<tr>
<th>Movement Pattern</th>
<th>Django (6)</th>
<th>FFmpeg (4)</th>
<th>GCC (7)</th>
<th>git (6)</th>
<th>LLVM (7)</th>
<th>ownCloud</th>
<th>QEMU</th>
<th>Qt</th>
<th>U-Boot</th>
<th>Wine</th>
<th>∑</th>
<th>∑all devs</th>
</tr>
</thead>
<tbody>
<tr>
<td>down → up</td>
<td>5/1</td>
<td>4/1</td>
<td>2/1</td>
<td>4/1</td>
<td>7/2</td>
<td>6/2</td>
<td>-/-</td>
<td>3/3</td>
<td>3/3</td>
<td>3/3</td>
<td>30/17</td>
<td></td>
</tr>
<tr>
<td>constant</td>
<td>-/5</td>
<td>1/3</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>2/3</td>
<td>-/-</td>
<td>-/5</td>
<td>1/2</td>
<td>5/35</td>
<td></td>
</tr>
<tr>
<td>down</td>
<td>2/1</td>
<td>1/1</td>
<td>1/1</td>
<td>2/1</td>
<td>1/1</td>
<td>1/1</td>
<td>5/1</td>
<td>-/-</td>
<td>-/1</td>
<td>-/1</td>
<td>18/6</td>
<td></td>
</tr>
<tr>
<td>up</td>
<td>1/1</td>
<td>3/1</td>
<td>1/1</td>
<td>1/1</td>
<td>1/2</td>
<td>1/1</td>
<td>5/1</td>
<td>-/-</td>
<td>-/1</td>
<td>-/1</td>
<td>18/5</td>
<td></td>
</tr>
<tr>
<td>horizontal</td>
<td>-/-</td>
<td>-/-</td>
<td>-/1</td>
<td>-/1</td>
<td>-/1</td>
<td>-/1</td>
<td>-/1</td>
<td>-/1</td>
<td>-/-</td>
<td>-/1</td>
<td>18/18</td>
<td></td>
</tr>
<tr>
<td>down → up → down</td>
<td>2/1</td>
<td>-/-</td>
<td>1/1</td>
<td>2/1</td>
<td>1/1</td>
<td>1/1</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>7/1</td>
<td></td>
</tr>
<tr>
<td>up → down</td>
<td>-/-</td>
<td>-/-</td>
<td>1/1</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td>up → down → up</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>2/2</td>
<td></td>
</tr>
<tr>
<td>other</td>
<td>-/-</td>
<td>1/2</td>
<td>4/3</td>
<td>-/-</td>
<td>1/2</td>
<td>-/-</td>
<td>1/1</td>
<td>-/-</td>
<td>-/3</td>
<td>1/1</td>
<td>11/12</td>
<td></td>
</tr>
</tbody>
</table>

¹ There are only nine random selected developers in ownCloud.

Table 3. Frequency of directions of positional change in the hierarchy for the 10 most active/10 randomly selected developers for issue networks.

<table>
<thead>
<tr>
<th>Movement Pattern</th>
<th>Angular (4)</th>
<th>Atom (5)</th>
<th>Bootstrap (5)</th>
<th>Electron (5)</th>
<th>Flutter (6)</th>
<th>Moby (3)</th>
<th>Node.js (5)</th>
<th>React (3)</th>
<th>TypeScript (4)</th>
<th>webpack</th>
<th>∑</th>
<th>∑all devs</th>
</tr>
</thead>
<tbody>
<tr>
<td>down → up</td>
<td>2/1</td>
<td>7/1</td>
<td>4/1</td>
<td>4/1</td>
<td>1/1</td>
<td>7/1</td>
<td>7/1</td>
<td>3/3</td>
<td>4/1</td>
<td>3/3</td>
<td>6/1</td>
<td>41/2 43</td>
</tr>
<tr>
<td>constant</td>
<td>-/-</td>
<td>-/9</td>
<td>1/6</td>
<td>-/-</td>
<td>1/7</td>
<td>1/7</td>
<td>1/4</td>
<td>1/7</td>
<td>-/7</td>
<td>4/1</td>
<td>1/8</td>
<td>8/68 76</td>
</tr>
<tr>
<td>down</td>
<td>3/1</td>
<td>-/-</td>
<td>2/1</td>
<td>5/1</td>
<td>7/1</td>
<td>2/1</td>
<td>4/1</td>
<td>3/3</td>
<td>1/1</td>
<td>1/-</td>
<td>1/-</td>
<td>28/1 29</td>
</tr>
<tr>
<td>up</td>
<td>-/-</td>
<td>2/1</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>1/1</td>
<td>2/1</td>
<td>2/-</td>
<td>-/-</td>
<td>-/-</td>
<td>2/-</td>
<td>8/1 9</td>
</tr>
<tr>
<td>horizontal</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>~18 18</td>
</tr>
<tr>
<td>down → up → down</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
</tr>
<tr>
<td>up → down</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>1/- 1</td>
</tr>
<tr>
<td>up → down → up</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>2/- 2</td>
</tr>
<tr>
<td>other</td>
<td>5/1</td>
<td>2/-</td>
<td>-/1</td>
<td>-/-</td>
<td>-/1</td>
<td>-/-</td>
<td>-/-</td>
<td>-/3</td>
<td>1/-</td>
<td>2/-</td>
<td>2/2</td>
<td>12/10 22</td>
</tr>
</tbody>
</table>
Discussion. The high number of occurrences for pattern “constant” for the randomly selected developers in the issue networks might be caused by the much higher number of project “users” participating in issue discussions only for a short time period, compared to the mail networks (see Table 1). When neglecting the pattern “constant” for the randomly chosen developers in issue networks, the most frequent pattern among all developers (most active and randomly chosen developers) is that developers enter the project with only few contacts (pattern “down → up”). Over time, the number of interaction partners rises and the developer climbs the project’s hierarchy. This may be indicative of their role changing and gaining coordination responsibilities. Then, the number of interactions decreases again and the developer returns to a small number of contacts. The second most frequent pattern is similar to the first in that non-hierarchical developers move to the hierarchical structure’s upper regions—however, either they stay or we run out of data before we see them leaving (pattern “down”). This might be caused by the much higher number of project “users” participating in issue discussions only for a short time period (see Table 1).

Developers starting in the hierarchical part and moving to the non-hierarchical part are often founders or leaders of the project, who then stopped contributing. We confirmed this for each project that had mailing lists by consulting its website (e.g., for git, Linus Torvalds is listed as founder; over time, he moved to the non-hierarchical part).

Hypothesis 1: Developers who move up in the hierarchy tend to take more coordination tasks.

5.2.3 Developers’ Neighborhood (RQ3).

Results. We illustrate an example in Fig. 11 and summarize the results for all projects in Table 4 for mail networks and Table 5 for issue networks. First, we explore the most active developers in a project who have a static neighborhood. These developers interact during their entire life cycle with developers of the hierarchical part (2 out of 100 developers in mail networks, pattern “Hierarchical part”) or both (61 out of 100 in mail networks, pattern “Both”). Second, the most active developers’ neighborhood may change, too, which happens in two ways: Either a developer starts their career with contacts mainly from the hierarchical part, and then they interact with developers from both parts (17 out of 100 in mail networks, pattern “Hierarchical part → both”), or they start with contacts from both parts and then restrict their interaction to developers of the hierarchical part (19 out of 100 in mail networks, pattern “Both → hierarchical part”). Issue networks exhibit similar patterns as described for mail networks.

We also evaluate the neighborhood of randomly selected developers. Their neighborhoods are more stable. Those developers interact during their entire life cycle with developers of the hierarchical part (47 out of 99 in mail networks, pattern “Hierarchical part”) or both parts (34 out of 99 in mail networks, pattern “Both”). Only 18 out of 99 randomly selected developers in mail networks have a dynamic neighborhood. For issue networks, similarly, only 10 out of 100 randomly selected developers have a dynamic neighborhood.

Answering RQ3, the 10 most active developers interact (via e-mails or issues) with developers of the hierarchical part and sometimes, additionally, with developers of the non-hierarchical part, but rarely exclusively with developers of the non-hierarchical part. This also holds for the randomly selected developers, who mostly interact with developers of only the hierarchical part.

Discussion. If a project is assumed to have proficient leadership (which cannot be guaranteed for every project), then it is not unexpected that randomly selected developers of the non-hierarchical part mostly interact with developers of the hierarchical part or both groups, but not solely with developers of the non-hierarchical part: In any discussion, a developer of the hierarchical part...
Fig. 11. Neighborhood of a developer (developer 7507) of the project U-Boot over time. That is, the percentage of the developer’s contacts that are from the hierarchical (light blue) or from the non-hierarchical part (dark blue) at the respective time range.

Table 4. Frequency of position of neighborhood contacts in the hierarchy for each subject project for mail networks for 10 most active/10 randomly selected developers.

<table>
<thead>
<tr>
<th>Neighborhood Pattern</th>
<th>Django</th>
<th>FFmpeg</th>
<th>GCC</th>
<th>GIT</th>
<th>LLVM</th>
<th>ownCloud</th>
<th>QEMU</th>
<th>Qt</th>
<th>U-Boot</th>
<th>Wine</th>
<th>Σ</th>
<th>Σ all devs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both (static)</td>
<td>5/2</td>
<td>6/4</td>
<td>5/3</td>
<td>5/4</td>
<td>7/5</td>
<td>6/3</td>
<td>4/3</td>
<td>9/3</td>
<td>5/3</td>
<td>9/4</td>
<td>61/34</td>
<td>95</td>
</tr>
<tr>
<td>Hierarchy (static)</td>
<td>–/8</td>
<td>–/4</td>
<td>1/6</td>
<td>–/5</td>
<td>–/3</td>
<td>–/4</td>
<td>–/3</td>
<td>1/4</td>
<td>–/6</td>
<td>–/4</td>
<td>2/47</td>
<td>49</td>
</tr>
<tr>
<td>Both → hierarchy (dynamic)</td>
<td>4/–</td>
<td>2/1</td>
<td>3/1</td>
<td>1/–</td>
<td>–/–</td>
<td>4/1</td>
<td>4/4</td>
<td>–/1</td>
<td>1/1</td>
<td>–/2</td>
<td>19/11</td>
<td>30</td>
</tr>
<tr>
<td>Hierarchy → both (dynamic)</td>
<td>1/–</td>
<td>2/1</td>
<td>1/–</td>
<td>4/1</td>
<td>3/2</td>
<td>–/1</td>
<td>2/–</td>
<td>–/2</td>
<td>4/–</td>
<td>1/–</td>
<td>17/7</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 5. Frequency of position of neighborhood contacts in the hierarchy for each subject project for issue networks for 10 most active/10 randomly selected developers.

<table>
<thead>
<tr>
<th>Neighborhood Pattern</th>
<th>Angular</th>
<th>Atom</th>
<th>Bootstrap</th>
<th>Electron</th>
<th>Flutter</th>
<th>Moby</th>
<th>Node.js</th>
<th>React</th>
<th>TypeScript</th>
<th>webpack</th>
<th>Σ</th>
<th>Σ all devs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both (static)</td>
<td>6/1</td>
<td>7/1</td>
<td>7/1</td>
<td>10/2</td>
<td>7/1</td>
<td>6/–</td>
<td>10/–</td>
<td>8/3</td>
<td>9/3</td>
<td>6/2</td>
<td>26/14</td>
<td>90</td>
</tr>
<tr>
<td>Hierarchy (static)</td>
<td>–/8</td>
<td>–/9</td>
<td>–/7</td>
<td>–/6</td>
<td>–/9</td>
<td>3/8</td>
<td>–/9</td>
<td>–/6</td>
<td>–/6</td>
<td>–/8</td>
<td>3/76</td>
<td>79</td>
</tr>
<tr>
<td>Both → hierarchy (dyn.)</td>
<td>2/–</td>
<td>3/–</td>
<td>3/1</td>
<td>–/–</td>
<td>2/–</td>
<td>1/2</td>
<td>–/–</td>
<td>1/1</td>
<td>–/–</td>
<td>4/–</td>
<td>16/5</td>
<td>21</td>
</tr>
<tr>
<td>Hierarchy → both (dyn.)</td>
<td>2/1</td>
<td>–/–</td>
<td>–/1</td>
<td>–/2</td>
<td>1/–</td>
<td>–/–</td>
<td>–/–</td>
<td>1/1</td>
<td>1/–</td>
<td>–/–</td>
<td>5/5</td>
<td>10</td>
</tr>
</tbody>
</table>

can join to add clarifications or to make a decision, which is not unlikely given the role of the developers of the hierarchical part. Consequently, developers of the non-hierarchical part are expected to interact with developers of the hierarchical part in projects that have a well-functioning leadership. Also, it is worth mentioning that the developers of the non-hierarchical part do not deliberately choose their interaction partners, as they cannot influence who is replying to their messages. Developers from the hierarchical part, however, take the role of maintainers and, most likely, decide which discussions they reply to.

Especially the dynamic patterns of the most active developers’ neighborhoods are interesting, as these shed light on on- and off-boarding processes. During on-boarding, developers start with interactions from the hierarchical part, and later extend their interaction to developers of both parts. This dynamic might suggest that, when developers enter a project, they start accumulating knowledge from developers of the hierarchical part and only later transfer knowledge to the non-hierarchical part. During off-boarding, we observe that developers focus their interaction to developers of the hierarchical part. Interaction with the non-hierarchical part or, more specifically, newcomers seems to be present, though. This finding suggests that, when central developers leave, they focus on bringing their ongoing topics to an end, but avoid opening new ones.
Hypothesis 2: When developers enter a project, they start accumulating knowledge from hierarchical developers and only later transfer knowledge to non-hierarchical developers.

Hypothesis 3: Developers who will leave the project do this step-by-step, finishing their ongoing tasks and answering questions to avoid knowledge loss.

5.2.4 Tenure and Programming Activity (RQ4).

Results. In Fig. 12, we show the developers’ tenure and their position in the hierarchy for LLVM: The left plot encodes tenure in terms of size and color (larger and lighter dots denote shorter tenure values); the middle plot compares the distributions of tenure values of developers in the hierarchy with developers outside the hierarchy; the right plot shows the progression of average tenure values over time. Overall, the developers in LLVM’s hierarchy have, on average, higher tenure values than the developers outside the hierarchy ($p \ll 0.001; d = 0.39$). This difference in tenure between developers inside and outside the hierarchy is consistent across all projects that use a mailing list ($p \ll 0.001; 0.25 \leq d \leq 0.52$). Interestingly, the difference between tenure values of hierarchical and non-hierarchical developers increases over time. Remarkably, also this is consistent across all projects that use a mailing list, except for qt, where the difference stays constant over time.

For issue-based projects, we get slightly different results: Developers in the hierarchy have, on average, higher tenure values than the developers outside the hierarchy. This holds for all projects. However, only for projects Flutter, Node.js, and TypeScript, this difference ($p \ll 0.001; 0.23 \leq d \leq 0.42$) has a similar effect size than in the projects that use mailing lists. For these three projects, also the difference between the tenure values increases over time, as we already have identified for the projects that use mailing lists. For the remaining seven issue-based projects, the difference in tenure between developers inside and outside the hierarchy still is significant, but with a smaller effect size ($p \ll 0.001; 0.10 \leq d \leq 0.18$) and without notable patterns over time.

Much like for tenure, we show the results for programming activity for developers of LLVM in Fig. 13. Developers in the hierarchical part edit most files ($p \ll 0.001; d = 0.40$). This difference in programming activity remains existent over time but is fluctuating with regard to its extent. For most projects, we find that, overall, the number of edited files of the non-hierarchical developers is significantly lower than the number of edited files of the hierarchical part. Only for GCC we cannot find any significant difference between developers inside and outside the hierarchy. As already seen for tenure, the difference between the number of edited files of developers inside and outside the hierarchy has a stronger effect on projects that use mailing lists (and project Node.js) ($p \ll 0.001; 0.12 \leq d \leq 0.47$) than on projects that use the GitHub issue tracker ($p \ll 0.001; 0.03 \leq d \leq 0.10$).
The dynamics of the individual projects show different patterns, though, which we group into four categories: In the first category, the upper hierarchical part contains both developers who edit many files and developers who edit no files or only a few files (Angular (AnF), Atom (AfF), Django (DF), FFmpeg (FfF), Flutter (FfF), Git (GiF), LLVM (LF), ownCloud (OF), React (RF), TypeScript (TF), U-Boot (UF), and Wine (WiF)). In the second category, the distribution of the number of files edited is split between the hierarchical and the non-hierarchical part: the hierarchical part contains the developers who edit many files, whereas the non-hierarchical parts contains the developers who edit only few files (Bootstrap (BF), Electron (EF), Moby (MF), Node.js (NF), and webpack (WeF)). In the third category, the pattern is dynamic (QEMU (QeF) and Qt (QtF)). For example, in early phases of QEMU (QeF), mainly developers of the non-hierarchical part edited files. In later phases, most files were edited by developers of the hierarchical part. In the fourth category is only GCC (GcF), which has mainly editing developers in the non-hierarchical part of the network.

Interestingly, for several projects (e.g., GCC (GcF), Git (GiF), ownCloud (OF), U-Boot (UF), and Wine (WiF)), the number of developers who program a lot is very low: A maximum number of five developers are responsible for most of the changes. These developers often have a relatively low node degree. Furthermore, for some projects and time ranges, we found that developers of the hierarchical part have very few edited files and mainly communicate (GCC, Git, and Qt).

Answering RQ4, we found a relationship between developers’ tenure and their position in the hierarchy: Developers in the hierarchy have a longer tenure than developers outside the hierarchy. Regarding programming activity, developers of the hierarchical part perform most file edits. For some projects, this changes over time: In early project phases, mainly developers of the non-hierarchical part or both parts edit files; later, only developers of the hierarchical part edit files.

Discussion. Our data suggest that developers in the hierarchy stay longer in the project. The patterns are consistent with a system where gaining experience through consistent involvement is important for advancement of responsibilities and influence. This finding is interesting in the light of the conjecture that hierarchy reflects role stratification, since developers with the behavior of a core developer consistently appear within the hierarchical part and not in the non-hierarchical part.

Hypothesis 4: Developers move quickly up the hierarchy when they take on coordination tasks early.

Hypothesis 5: Consistent contribution, coordination with other project members, and knowledge are important to role advancement in OSS projects.
The number of edited files seems to affect the position in the hierarchy more than the developer’s tenure: the more files a developer edits, the more embedded they appear to be in the hierarchy, probably because a higher number of edited files increases the probability that their activity affects many other developers. The interesting cases are when the number of edited files and the position in the hierarchy are unrelated. This could be an indicator for a modular project structure, in which developers of the non-hierarchical part edit files of a certain part of the project, whereas the files that developers of the hierarchical part edit are scattered across many parts of the project.

In project GCC, which is an outlier w.r.t. to the programming activity, there could also be an additional explanation for mainly having editing developers of the non-hierarchical part: As GCC is a rather low-level, technical project, which is dependent on technical features that rely on a certain hardware support [22], developers from different hardware manufacturers may add their specific hardware support to the code base, being in the non-hierarchical part of the project communication although accounting for many file edits. Table 6 in the appendix shows that none of the 10 most active developers on GCC’s mailing list, who often are also in the hierarchical part, contributed any commit to the source code. This indicates that these most active developers on the mailing list take rather organizational coordination tasks than programming tasks in GCC, which is why this project has mainly editing developers in the non-hierarchical part of the mail network.

The relationship between developers’ positions in the hierarchy and programming activity or tenure occurs to be less pronounced in issue-based projects than in projects that use mailing lists. One possible reason for that could be that there are lots of “users” of issue-based projects who participate in discussions for a large amount of time (e.g., reporting bugs, etc.), which also is represented in the sheer number of participants in the discussions (see Table 1). By contrast, there are many developers in the hierarchical part who perform merely project maintenance and pull-request reviews and therefore edit only a smaller number of files. Nevertheless, even if the effect is lower for issue-based projects, both kinds of projects have in common that the number of edited files and tenure are higher for developers inside the hierarchical part than outside the hierarchical part.

The fact that the relationship of the number of edited files with the hierarchical part is subject to change speaks in favor of a strong relationship between temporal focus and social contacts. At times when active developers are in the non-hierarchical part, a rather discussion-based group structure seems to establish. At times when the most active developers are at the top of the project’s organizational structure, operational activity seems to be the main focus.

Hypothesis 6: When the most active developers are in the non-hierarchical part, they primarily participate in detailed, technically focused discussions with a specific group of developers. Whereas, when the most active developers are at the top of the hierarchy, they primarily take on coordination-related tasks and perform operational maintenance.

6 PERSPECTIVES

Overall, we found that the organizational structure co-evolves with OSS projects, despite the absence of external pressure to form any specific kind of structure. Specifically, it (a) regularly splits into a hierarchical and a non-hierarchical part, consistent with anecdotal evidence first seen by Joblin et al. [26]. Over time, the number of developers increases until reaching a peak, followed by a decrease, which is accompanied by a restructuring process. Growth in the number of developers usually leads to a decrease in the portion of developers who are organized hierarchically. From the perspective of individual developers, (b) the on-boarding of the most active developers follows typical patterns. We could confirm the belief that developers often start loosely connected in the non-hierarchical part [42], then tightly integrate into the hierarchical part, until they move to the...
non-hierarchical part again and most likely leave the project. During this process, (c) developers’ coding activity and their tenure can drive their hierarchical position. That is, on the one hand, early pioneers of a project are as likely to be in the upper ranges of the hierarchy as new members of a project. On the other hand, developer roles can adapt flexibly to changing project situations. This is relevant for research on success factors for climbing the social ladder of OSS projects [e.g., 17] and helps to better understand the social dynamics integrating project newcomers. Padhye et al. [37] found that core developers are open to accept bug fixes and documentation changes from peripheral developers, but not to proposed feature enhancements from peripheral developers. This habit appears inefficient—our method, when combined with a content analysis on the kind of contribution by the developers of the two parts, can help to identify such community smells [44].

Second, also at the group level, we observed considerable flexibility with regard to the number of groups in which developers want to engage. The prevalent hybrid structure that we observed contains developers whose clustering coefficient and node degree do not match the rules of hierarchical organization. Combining our approach with dynamic group analysis [e.g., 19] might provide insights into the hub function of central developers. For example, we observed that many former top developers leave the project with a high clustering coefficient, that is, their last interaction partners were from a well-connected subgroup. Further research on these groups shall complement analyses of developer tenure and knowledge conservation [e.g., 38]. Moreover, our method can be used to further investigate the role of developers within stable or dynamic subgroups of the project [e.g., 5], with respect to their position in the hierarchy to get more insights into how developers in the hierarchical part are connected to the different subgroups and to investigate their role with respect to programming activity and communication activity. This might provide further insights into group dynamics and may be used to derive recommendations for project managers on how to reduce developer turnover, knowledge loss, and maintain a project successfully. There is already evidence that socio-technical factors derived from network representations contain highly relevant information about the future success of a project [24]. The patterns found in our study are useful for providing additional context for predictive models to increase their effectiveness. Currently, predictive models lack the temporally rich patterns that we have identified. We believe that a coherent treatment of the temporal dimension is likely necessary to move beyond predictive analytics to achieve the end goal of prescriptive analytics.

Third, we found that structural changes, such as losing a substantial number of developers, manifest in the hierarchy directly. At times of change, developers who do not edit many files in the respective time range dominate the hierarchical structure. An interesting case is ownCloud, where we observed a breakdown of the hierarchical structure two years before the fork of Nextcloud, only emerging again afterwards. This possibly hints at the organizational disturbances that led eventually to the fork. These insights illustrate that our analysis can add to the methodological toolbox for research in change management. Since our study focused on popular projects, which may be a proxy for success, a promising future direction is to explore these structural changes for projects that became deprecated.

7 THREATS TO VALIDITY

7.1 External Validity

We selected 20 OSS projects with a wide range of domains, programming languages, and sizes (see Table 1), so our results appear generalizable to similar projects. For generalization to different communication channels, we investigated projects that use mailing lists as their main communication channel as well as projects that use an issue tracker for communication, and we ended up in similar results for both types of projects. Clearly, 20 projects cannot cover the diversity of OSS projects out
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there, and our study is naturally not meant to generalize to any OSS project. Still, some patterns and trends that we found are surprisingly pronounced and consistent across our subject projects. This demonstrates the principle power of our method to reveal such complex patterns and to study them in depth.

Another threat arises from our selection of only the 10 most active developers and 10 further random developers for analyzing how individual developer behavior affects the position in the hierarchy. However, since the 10 most active developers cover a considerable amount of interaction, our results are nevertheless relevant for the project as a whole.

7.2 Construct Validity

The fact that we set the parameters of our classification algorithm only with a sample labeled manually threatens construct validity. To gain further confidence, we triangulated our classification with Joblin’s dichotomous core–peripheral classification, which relies on the eigenvector centrality [26]. We found that the two classifications are consistent: In most projects, the set of core developers and developers in the hierarchy overlap to a large extent, but the core developers’ number is often smaller than the number of developers in the hierarchy. Core developers are usually in the hierarchical part, but their percentage usually decreases as the project evolves.

A further threat to construct validity is the way we build our networks. As mailing lists or issue discussions, respectively, are the predominant communication channels in our subject projects, there was no need to consider further communication channels, such as Slack-chats or IRC. To learn about the relative influence of link types, we constructed for each network an additional version: one that consists of communication links and co-change links [27] (i.e., there is a link between a pair of developers if they have edited a common artifact within the respective time range). The rationale is that we get a more comprehensive view on the community if we include more information about the project. This also justifies the networks’ construction and the combination of different link types (co-changes and communication). This way, we found that the developer networks we analyzed receive their structural properties mainly from the communication data (which are much more in number). The overall results of communication networks and the combined networks (co-changes and communication) are the same. We provide the results using these combined networks conveying communication and co-change information for all our research questions on our supplementary website (CombinedNetworks).

Another threat is the definition of tenure: We do not explicitly consider extended phases of developers’ inactivity, during which developers do not contribute to the project. The tenure’s end date is always the end of the time range, since we assume the developer’s ongoing activeness. Our definition of programming activity poses a threat: Defining it as the number of edited files may be too simple, because the changes can be of different number of lines of code and different complexity. Counting the number of changes and giving weights to the ties accordingly would make our analysis much more complex, though. Zhou and Mockus [52] describe another method based on edited files that could improve a follow-up study.

8 CONCLUSION

Prior work indicates that, over time, highly successful OSS projects develop a hybrid organizational structure that comprises a hierarchical part and a non-hierarchical part. To study this phenomenon systematically, we conducted a longitudinal study of 20 popular OSS projects. In particular, we searched for structural patterns with respect to hierarchy in OSS projects. Therefore, we developed an automated method to determine the hierarchical and the non-hierarchical part in developer networks. We tracked the neighborhood and movement of individual developers to understand
their placement and trajectory through the hierarchy, and we analyzed the relationships of the developers’ organizational position with their tenure and programming activity.

Most notably, we found that, with an increasing number of developers in our subject projects, the portion of developers in the hierarchical part decreases to as little as \(\sim 10\%\), in some projects even less than that. Essentially, in almost all cases, a hybrid organizational structure emerged that consists of a hierarchical part and a non-hierarchical part, independent of project size, domain, or used communication channel. A deeper investigation lets us link network hierarchy more closely to actual developer behavior: Very active developers are well connected in the hierarchy, starting during their on-boarding phase, and stabilizing this connection over time. Surprisingly, tenure is also associated with hierarchical position—any developer can quickly and flexibly take over responsibility in the projects, a promise of OSS development. The high correlation between programming activity and hierarchical position confirms that, often, OSS developers have a dual role for contributing code and taking over coordination efforts.

Whereas early pioneers of a project are likely to be in the upper ranges of the hierarchy, developer roles adapt flexibly to changing project situations. The organizational structure of OSS projects is subject to constant change, which manifests itself in developer turnover and changing developer roles, and therefore provides the possibility to newcomers to climb up in the organizational hierarchy with increasing tenure and increasing project involvement. Our method can be used to gain further insights into structural changes in project organization and hierarchy, to identify potential organizational community smells, and, eventually, to develop countermeasures against potential knowledge loss in OSS projects (e.g., when a core developer in the top of the hierarchy is moving to the non-hierarchical part and is potentially about to leave).

In summary, our study (a) provides a methodological basis for further investigations of hierarchy formation, (b) suggests a number of hypotheses on prevalent organizational patterns and trends in OSS projects to be addressed in further work, and (c) may ultimately help to guide the governance of organizational structures.
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### APPENDIX

#### Descriptive Statistics for the 10 Most Active and 10 Randomly Selected Developers

Table 6. Descriptive statistics for the 10 most active and 10 randomly selected developers: Commit count and event count. For each of the two groups of developers, we report the minimum value and the maximum value per project as well as the 25%, 50%, and 75% quantiles.

<table>
<thead>
<tr>
<th>Project</th>
<th>Commit Count</th>
<th>Event Count</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min max 25% 50% 75%</td>
<td>min max 25% 50% 75%</td>
</tr>
<tr>
<td>Django</td>
<td>1 231 209 462 1051</td>
<td>482 2 895 682 995 1 438</td>
</tr>
<tr>
<td>FFMPEG</td>
<td>13 339 19 592 1093</td>
<td>1 061 47 411 2166 542 6 990</td>
</tr>
<tr>
<td>GCC</td>
<td>0 0 0 0 0</td>
<td>2 425 18 870 3 158 6 100 13 998</td>
</tr>
<tr>
<td>Git</td>
<td>0 167 35 365 792</td>
<td>2 695 5 548 1 419 6 469 12 996</td>
</tr>
<tr>
<td>LLVM</td>
<td>0 15 58 557 775 971</td>
<td>2 862 28 885 3 146 6 460 7 061</td>
</tr>
<tr>
<td>ownCloud</td>
<td>2 432 11 77 374</td>
<td>2 13 847 252 4 20 6 468</td>
</tr>
<tr>
<td>QEMU</td>
<td>1 8 9 13 2 5 6 46 998</td>
<td>23 839 21 888 7 049 8 874 12 757</td>
</tr>
<tr>
<td>Qt</td>
<td>0 477 1 14 15 55</td>
<td>2 29 5 157 3 71 4 466 6 20</td>
</tr>
<tr>
<td>U-Boot</td>
<td>5 272 121 392 811</td>
<td>1 13 8 549 4 597 7 592 16 803</td>
</tr>
<tr>
<td>Wine</td>
<td>8 10 928 546 1463 2528</td>
<td>6 594 30 90 148</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Project</th>
<th>Active Time Periods</th>
<th>Periods in Hierarchical Part</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min max 25% 50% 75%</td>
<td>min max 25% 50% 75%</td>
</tr>
<tr>
<td>Django</td>
<td>19 49 29 44 47</td>
<td>15 45 28 33 40</td>
</tr>
<tr>
<td>FFMPEG</td>
<td>22 60 30 39 52</td>
<td>19 60 28 35 42</td>
</tr>
<tr>
<td>GCC</td>
<td>54 69 61 66 69</td>
<td>23 69 46 55 59</td>
</tr>
<tr>
<td>Git</td>
<td>32 52 41 48 51</td>
<td>26 52 33 43 45</td>
</tr>
<tr>
<td>LLVM</td>
<td>28 59 34 41 50</td>
<td>22 47 28 35 41</td>
</tr>
<tr>
<td>ownCloud</td>
<td>8 26 14 17 18</td>
<td>7 23 13 15 16</td>
</tr>
<tr>
<td>QEMU</td>
<td>25 40 29 37 38</td>
<td>21 36 25 29 33</td>
</tr>
<tr>
<td>Qt</td>
<td>491 56 42 42 42</td>
<td>11 29 12 12 12</td>
</tr>
<tr>
<td>U-Boot</td>
<td>29 71 34 39 52</td>
<td>21 70 28 30 45</td>
</tr>
<tr>
<td>Wine</td>
<td>14 61 41 48 60</td>
<td>12 59 30 40 54</td>
</tr>
</tbody>
</table>

1 E-mail count (upper ten projects) or count of issue comments (lower ten projects) respectively

Table 7. Descriptive statistics for the 10 most active and 10 randomly selected developers: Number of active time periods (i.e., number of overlapping 6-month ranges within the date denoted in Table 1 in which the developer contributed to the mailing list or commented on an issue) and number of time periods in which the developer was part of the hierarchical part. For each of the two groups of developers, we report the minimum value and the maximum value per project as well as the 25%, 50%, and 75% quantiles.

<table>
<thead>
<tr>
<th>Project</th>
<th>Active Time Periods</th>
<th>Periods in Hierarchical Part</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min max 25% 50% 75%</td>
<td>min max 25% 50% 75%</td>
</tr>
<tr>
<td>Django</td>
<td>19 49 29 44 47</td>
<td>15 45 28 33 40</td>
</tr>
<tr>
<td>FFMPEG</td>
<td>22 60 30 39 52</td>
<td>19 60 28 35 42</td>
</tr>
<tr>
<td>GCC</td>
<td>54 69 61 66 69</td>
<td>23 69 46 55 59</td>
</tr>
<tr>
<td>Git</td>
<td>32 52 41 48 51</td>
<td>26 52 33 43 45</td>
</tr>
<tr>
<td>LLVM</td>
<td>28 59 34 41 50</td>
<td>22 47 28 35 41</td>
</tr>
<tr>
<td>ownCloud</td>
<td>8 26 14 17 18</td>
<td>7 23 13 15 16</td>
</tr>
<tr>
<td>QEMU</td>
<td>25 40 29 37 38</td>
<td>21 36 25 29 33</td>
</tr>
<tr>
<td>Qt</td>
<td>491 56 42 42 42</td>
<td>11 29 12 12 12</td>
</tr>
<tr>
<td>U-Boot</td>
<td>29 71 34 39 52</td>
<td>21 70 28 30 45</td>
</tr>
<tr>
<td>Wine</td>
<td>14 61 41 48 60</td>
<td>12 59 30 40 54</td>
</tr>
</tbody>
</table>