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ABSTRACT

Communication among software developers plays an essential role in open-source software
(OSS) projects. Not unexpectedly, previous studies have shown that the conversational
tone and, in particular, aggressiveness influence the participation of developers in OSS
projects. Therefore, we aimed at studying aggressive communication behavior on the
Linux Kernel Mailing List (LKML), which is known for aggressive e-mails of some of its
contributors. To that aim, we attempted to assess the extent of aggressiveness of 720
e-mails from the LKML with a human annotation study, involving multiple annotators,
to select a suitable sentiment analysis tool.
The results of our annotation study revealed that there is substantial disagreement,

even among humans, which uncovers a deeper methodological challenge of studying
aggressiveness in the software-engineering domain. Adjusting our focus, we dug deeper
and investigated why the agreement among humans is generally low, based on manual
investigations of ambiguously rated e-mails. Our results illustrate that human perception
is individual and context dependent, especially when it comes to technical content.
Thus, when identifying aggressiveness in software-engineering texts, it is not sufficient
to rely on aggregated measures of human annotations. Hence, sentiment analysis tools
specifically trained on human-annotated data do not necessarily match human perception of
aggressiveness, and corresponding results need to be taken with a grain of salt. By reporting
our results and experience, we aim at confirming and raising additional awareness of this
methodological challenge when studying aggressiveness (and sentiment, in general) in the
software-engineering domain.

1. Introduction

Software development is a social activity involving
substantial collaboration and communication among
developers. Understanding communication in and
across software developer teams is perceived a key
element for research on how to attain project health
(Cataldo and Herbsleb, 2013; Ehrlich and Cataldo,
2012; Grinter et al., 1999; Herbsleb et al., 2006;
Kraut and Streeter, 1995). Developer communication
comes in various forms and takes place over different
channels (Storey et al., 2017). A popular communica-
tion channel in Open-Source Software (OSS) projects
are mailing lists (Mauerer et al., 2022; Ramsauer
et al., 2019). The conversational tone used in e-mails
has an important influence of feeling welcomed as a
newcomer and can be reason to stop contributing to
a project (Ferreira et al., 2021; Steinmacher et al.,
2013), as communication issues could harm new
developers retaining in the project (Canfora et al.,
2012; Steinmacher et al., 2019). Miscommunication
as well as negative attitude and communication tone
could intimidate developers in OSS projects (Ferreira
et al., 2021; Storey et al., 2017). Recent research
showed that issue discussions about respectfulness in
OSS projects led to an increased developer turnover

and to a decreased number of newcomers in these
projects (Jamieson et al., 2024).
The huge and popular OSS community that devel-

ops the Linux kernel with its main communication
channel, the Linux Kernel Mailing List1 (LKML), is
known for aggressive e-mails of some contributors
when discussing technical issues (Alami et al., 2019;
Egelman et al., 2020; Ferreira et al., 2021; Schneider
et al., 2016). However, such aggressive e-mails could
be perceived differently. For example, let us have a
look at the following e-mail excerpt:

E-mail from the LKML: [...] WHY THE HELL
DID YOU SEND THIS CRAP TOME? [...] 2 (Schnei-
der et al., 2016)

While some may perceive this question as aggressive,
others may not. That is, the perception of aggressive-
ness is human judgment (see Section 2, for more back-
ground information on aggressiveness and related con-
cepts). As this small example already demonstrates,
perceptions of aggressiveness can be highly individual
and subjective. Consequently, understanding how ag-
gressiveness is perceived is a key element for research
on how to attain project health.

1https://lkml.org/ (accessed: 2024-04-08)
2https://lkml.iu.edu/hypermail/linux/kernel/1305.0/

01484.html (accessed: 2024-04-08)
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When we started working on this topic, our over-
arching goal was (and still is) to study aggressive-
ness in developer communication, to obtain insights
into the consequences of aggressive communication,
and to find measures to mitigate them. However, by
means of a human annotation study on the Linux
Kernel Mailing List, we found that the agreement of
humans on aggressiveness is generally low. Therefore,
instead of analyzing the consequences of aggressive
communication on OSS projects, this paper is about
the methodological challenge that we faced when an-
alyzing the perception of aggressiveness in developer
communication. Thus, this is an unusual paper. But,
first things first.

1.1. Communication on the Linux Kernel
Mailing List

Linus Torvalds, the founder and lead maintainer of
the Linux kernel, “is known for using strong language
and sometimes insulting comments”3 (Schneider et al.,
2016). In 2018, after lots of private and public dis-
cussions about codes of conduct and toxic community
behavior, he admitted that his behavior may have
hurt other contributors and “possibly drove away from
kernel development entirely”4. As a consequence, Li-
nus Torvalds took a break on maintaining the Linux
kernel (“I am going to take time off and get some
assistance on how to understand people’s emotions
and respond appropriately”).4 This turning point in the
Linux kernel community motivated us to investigate
the effect of aggressive language on the participation
in and organizational structure of OSS projects, in
general. In retrospective, we wanted to understand
what the consequences of aggressive behavior are for
project success and developer collaboration.
As a foundation of these and similar questions, it is

necessary to automatically detect aggressive language
on the LKML (and other communication channels), to
which nearly 300messages are sent per day (Schneider
et al., 2016). As there is lots of related work on sen-
timent analysis tools, some of them even specifically
designed and improved for the software-engineering
domain (see Section 3), we wanted to find the most
appropriate of these tools for our use case. For this pur-
pose, we aimed at evaluating well-established state-of-
the-art sentiment analysis tools against a ground truth
in form of a sample of human annotated e-mails from
the LKML, to ensure that the tools’ results are valid.
This is where we started our endeavor on assessing de-
veloper aggressiveness in e-mail communication, and,
sadly, this is also where it ended. In this paper, we tell
the story why this was the case. In particular, we want

3https://www.linux-magazine.com/Online/News/
Linus-Torvalds-Takes-a-Break-Apologizes/ (accessed:
2024-04-08)

4E-mail from Linus Torvalds to the LKML on 2018-09-16:
https://lkml.org/lkml/2018/9/16/167/ (accessed: 2024-04-08)

to share the methodological challenge that we faced,
to allow other researchers to avoid similar problems.

1.2. Overview of the Methodological
Challenge

At the beginning of our study, we sampled 720 e-
mails from the LKML for human annotation, as a foun-
dation of our and other studies. Each of the sampled
e-mails was annotated by multiple (6 to 9) human
annotators of our team and beyond, all of them being
involved in software engineering. Following empiri-
cal standards, we computed the inter-rater agreement
across all annotated e-mails. However, we noticed
that the inter-rater agreement was very low. Even
when computing the agreement separately for differ-
ent groups of annotators (experience, gender) and ex-
cluding few specific outliers, the agreement remained
low. This was the turning point at which we started
to investigate more deeply for which e-mails different
annotators have different perceptions of whether an
e-mail is aggressive or not, trying to identify patterns
that could explain the generally low agreement. After
extensive qualitative investigations and discussions
with the human annotators, covering different aspects
of our annotation study, we accept and understand
that different human individuals perceive aggressive
language differently, ending up in ambiguous annota-
tions, without a common theme among them.
The picture emerges that sentiment analysis in the

software-engineering domain is very difficult, as both,
humans and tools, are not fully reliable to derive an
appropriate ground truth on sentiment and aggressive-
ness. Due to the low agreement among humans, we
cannot reliably evaluate the tools. Thus, this paper is
not about analyzing the effect of aggressive language
on developer collaboration and organizational struc-
ture in OSS projects, but about the methodological chal-
lenge to find a common ground for the perception of ag-
gressiveness in communication among developers. So,
based on the annotation results of 720 e-mails from the
LKML, we address the following research objective:

Why is the inter-rater agreement among hu-
mans so low?

Or, more generally speaking:

What are possible causes for ambiguous per-
ception of aggressiveness and sentiment in the
software-engineering domain?

1.3. Ambiguous Perception of Sentiment
There is lots of considerable work in the field

on sentiment and emotion analysis in the software-
engineering domain (Novielli and Serebrenik, 2019),
covering the development and improvement of sen-
timent analysis tools (see Section 3.1.1) as well as
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applying such tools to answer questions regarding
human and social factors and their effect on software
projects (see Section 3.1.2). Such work relies on a com-
mon understanding and perception of aggressiveness
(and other emotional communication aspects such as
toxicity, polarity, etc.)—but such a common ground is
difficult to establish, as we show in our study. When
annotating texts by multiple people, it is publicly
assumed that there are few deviants having different
perceptions than the majority, which are often down-
played by using majority voting or measures of central
tendency (e.g., Blaz and Becker, 2016; Calefato et al.,
2017; Gachechiladze et al., 2017; Guzman et al., 2017;
Kaur et al., 2018; Kenyon-Dean et al., 2018; Novielli
et al., 2018a; Panichella et al., 2015; Serva et al.,
2015).
When looking at the inter-rater agreement of the

human annotators of our study, we were surprised
that perceptions of human annotators are that diverse.
However, looking outside of the software-engineering
domain, this does not come as a surprise, because
ignoring deviants is problematic and drawing implica-
tions from collected sentiment data is limited (Kenyon-
Dean et al., 2018; Liu, 2010; Van Atteveldt et al.,
2021). In other words, different treatment of deviants
might considerably affect results. With making our
endeavor public, we want to draw attention to the am-
biguous perception of written human language with
a focus on the software-engineering domain, showing
that relying on a common perception of sentiment
and deriving implications from it needs to be taken
with a grain of salt. There is a need for a commu-
nity effort for investigating human annotations on
sentiment and human perception at large scale. With
a community effort, new standards, guidelines, and
metrics shall be developed in task forces or research
seminars to obtain more reliable results from human
annotation studies in the software-engineering do-
main; just using a few human annotators and com-
bining the rating into a single score using state-of-
the-art methods is not enough to derive general con-
clusions. This is also why we did not end up in
answering the questions regarding the effect of ag-
gressive language on the participation of OSS projects
that were the initial motivation for our study.

1.4. Contributions
In summary, we make the following contributions:
• An overview of work on sentiment analysis in the
software-engineering domain (including tool de-
velopment, tool applications, and human anno-
tation studies in software-engineering research)
based on a systematic literature review;
• A set of 720 annotated e-mails from the Linux
Kernel Mailing List for identifying aggressive lan-
guage in the Linux kernel community, where

each of these e-mails was annotated by multiple
(6 to 9) human annotators;
• A confirmation of the work of Imtiaz et al.
(2018) and Herrmann et al. (2022), which both
showed that human annotators have a low inter-
rater agreement on sentiment in software-engi-
neering texts;
• Insights into why the inter-rater agreement among
humans is generally low, based on qualitative
investigations in various directions, and a discus-
sion of potential implications of this result for the
research community.

Overall, our contributions provide a more nuanced
view on human perception and sentiment analysis in
the software-engineering domain. This way, our work
expands the epistemical body of knowledge on senti-
ment analysis in the software-engineering domain, in
that it confirms previous research results on a different
dataset and with a different methodology. This con-
stitutes a crucial part in scientific research to avoid
spurious results, and, with our work, we call attention
to the methodological challenge in this field, which
should become an important part of future research.

Data Availability: We provide our annotation data
(i.e., the set of e-mails used for annotation and the
corresponding results), the scripts used for data pre-
processing and evaluation, as well as detailed in-
formation about our systematic literature review on
a supplementary website: https://se-sic.github.
io/paper-lkml-aggressiveness/ and https://
zenodo.org/records/14621553 .

2. Background

The analysis of communication tone and senti-
ment is a research area on its own, mostly out-
side of the software-engineering community. Accord-
ing to Liu, sentiment “is the underlying feeling, atti-
tude, evaluation or emotion associated with an opin-
ion” (Liu, 2017). Often, these terms are used inter-
changeably, although there are slight differences (Liu,
2020). Sentiment usually has a target, for example,
a person, organization, topic, etc. “the sentiment
has been expressed upon” (Liu, 2017). However,
emotions do not necessarily have a target. More-
over, emotions are usually very short episodes in
the brain that exist only in the moment in which
the emotion is evoked, whereas sentiment usually
lasts for a longer period of time (Munezero et al.,
2014). Sentiment analysis, also called opinion mining,
is the process of analyzing and extracting people’s
sentiment on written text (Liu, 2020).
The polarity of a sentiment describes whether the

sentiment is positive, neutral, or negative, which is
subjective and context dependent. In addition, the sen-
timent polarity can be of different intensity. For exam-
ple, two texts can be both negative, but one could be
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more negative than the other (Liu, 2020). This is usu-
ally determined by different ratings on a discrete scale,
for example, from −2 to +2, where −2 means strongly
negative, −1 weakly negative, 0 neutral, +1 weakly
positive, and +2 strongly positive (Liu, 2017).
In computational linguistics, the term toxicity stands

for negatively perceived verbal behavior, such as
offensive language, bullying, harassment, or discrimi-
nation; but also kinds of mild aggression, stereotyping,
or sarcasm fall into this category (Bhat et al., 2021).
However, research has shown that the perception of
mild aggression, stereotyping, or sarcasm is mostly
context dependent and, therefore, difficult to de-
tect (Pavlopoulos et al., 2020; Waseem et al., 2017).
In social psychology, aggression is defined as “be-

havior that is intended to harm another individual
who does not wish to be harmed” (Baron and Richard-
son, 1994; Stangor et al., 2014). Rancer and Avtgis
(2006) define aggressiveness as an “attack [to] the self-
concepts of individuals instead of, or in addition to,
their positions on issues”. Aggressive behavior can
either be of physical form (i.e., “use of the body to
apply force” (Rancer and Avtgis, 2006)) or of verbal
form (i.e., “use of words” (Rancer and Avtgis, 2006)).
Infante and Wigley (1986) describe verbal aggressive-
ness as an “exchange of messages between two peo-
ple where at least one person [...] attacks the self-
concept of the other person in order to hurt the person
psychologically.” Verbal aggressiveness “can be even
more harmful and long lasting than the results of
physical aggression” (Buss, 1971; Infante and Wigley,
1986). When we refer to aggressiveness in this paper,
we always mean verbal aggressiveness. Harm can be
intentional or unintentional, where intentional harm is
usually perceived worse. However, both, intentional as
well as unintentional harm, and, thus, aggressiveness
are associated with negative sentiment (Ames and
Fiske, 2013; Stangor et al., 2014). Hence, sentiment
analysis techniques are commonly used to identify
aggressive language in written text, and detecting
aggressiveness is considered a sub-task of sentiment
analysis (Del Bosque and Garza, 2014).
In psychology, a differentiation is made between

instrumental and reactive aggressiveness (Berkowitz,
1993; Scarpa and Raine, 1997). Whereas the former
is “relatively nonemotional” and “directed toward ob-
taining some goal” (Scarpa and Raine, 1997), the latter
is also called emotional aggressiveness, which often
emerges as “defensive reaction in response to some
perceived frustration, insult, or provocation” (Scarpa
and Raine, 1997). Thus, emotional aggressiveness
often appears together with anger (Scarpa and Raine,
1997). Aggressive language is also called “offensive,
vulgar, opinionated, and rude” (Hamilton, 2012).
Sometimes, it is also described as “unfriendly” or even
“malicious” (Burroughs and James, 2005). However,

impolite behavior, in general, also includes incivility,
that is, nonverbal communication (Hamilton, 2012).
Associated with aggressive language and toxicity is

hate speech, which is a verbal attack that has a specific
target without any explanation and often incites vio-
lence (Fortuna and Nunes, 2019). It is often based on
stereotypes and usually targets a group of people (e.g.,
minorities) instead of individuals (Fortuna and Nunes,
2019). Thus, hate speech is not specifically in the focus
of our study. Instead, we aim at investigating any
kind of aggressive language, independent of its target.
Accordingly, we do not differentiate hate speech from
aggressive language.
To detect aggressive language in texts, usually

human annotators label the texts manually. Holm
(1980) found that, when humans label aggressiveness
in texts, their labels also depend on whether they can
identify reasons or intents for the aggressive behavior.
If they noticed that an aggressive behavior occurred
as a response as kind of a self-defense, the level of ag-
gressiveness was rated lower than when they assumed
that somebody had another intent for being aggressive.
But, as with toxicity, the perception of aggressive lan-
guage is subjective. Also the definitions of the labeling
categories as well as the annotation guidelines can in-
troduce bias into individuals’ perceptions (Garg et al.,
2023). Consequently, different annotators may come
to different labels (Pang and Lee, 2005). While the
annotators often have a high agreement on whether
a text contains an emotion or not, there is disagree-
ment on the kind and intensity of the recognized
emotion (Mohammad et al., 2015). To mitigate this
problem, two different views are employed: On the
one hand, there is group perception (e.g., the majority
vote of the different annotators) and, on the other
hand, there is individual perception of the annotator,
which may deviate from the group perception (Kocoń
et al., 2021). Hence, to get a complete picture, it is not
enough to consider just the group perception, as a per-
son’s individual characteristics (e.g., mood, cultural or
demographic background, sense of humor, etc.) can in-
fluence the individual perception (Kocoń et al., 2021).
Still, standard procedures in sentiment analysis consist
of removing controversial annotation data (Van At-
teveldt et al., 2021). Often, just the majority vote is
considered when humans do not agree. This is prob-
lematic, as Kenyon-Dean et al. (2018) showed on Twit-
ter sentiment data: More than 30% of their samples are
controversial among human raters. Such controversial
samples should neither be ignored nor be assigned to
a category based on the majority vote, but should be
moved to a separate “complicated” category (Kenyon-
Dean et al., 2018). Eventually, language and sentiment
(in particular, aggressiveness) as well as their percep-
tion in society are subject to change over time, and,
thus, there is still a “gap in social and computational
understanding of toxicity” (Garg et al., 2023).
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Beside human annotation, there are also vari-
ous automated text-analysis approaches (D’Andrea
et al., 2015) that are used as classifiers for automat-
ically detecting sentiment polarity in texts. Recent
research has shown, though, that human annotation
performs better than automatic approaches based
on machine learning (Van Atteveldt et al., 2021).
Nevertheless, even human-annotated data need to be
validated because of the potential disagreement of
humans (Van Atteveldt et al., 2021). Hence, both,
annotation-based approaches and automated text-
analysis approaches are problematic. In general, sen-
timent analysis tasks are challenging, and state-of-
the-art solutions are very limited due to different
subjective perceptions of a text (Liu, 2010).

3. Sentiment Analysis for Software
Engineering: A Literature Review

Sentiment analysis on software-engineering-related
texts is even more complicated, as they contain tech-
nical content (e.g., natural language interleaved with
code snippets, etc. (Mäntylä et al., 2018)) and vocab-
ulary that is used in a non-standard way (“to kill”
is negatively connotated in standard language, but
is neutral in the software-engineering domain when
talking about terminating processes) (Jongeling et al.,
2017; Novielli et al., 2015). To obtain an overview of
related work and to show how prominent sentiment
analysis for the software-engineering domain is, we
conducted an extensive literature review. The goal
of our literature review is twofold: (1) By means
of providing an overview of the state of the art,
we demonstrate that the detection and analysis of
sentiment in developer communication is a highly
relevant but also challenging research topic in the
software-engineering domain. Even more, we want to
particularly stress the different challenges and incon-
sistent results that have been reported in the literature
on sentiment analysis in the software-engineering
domain, independent of whether human annotation
was involved or not. (2) We aim at finding studies that
have used human annotation for sentiment analysis
in the software-engineering domain. This way, we
obtain an overview of the different characteristics of
the various human annotation studies on software-
engineering texts and of the particular annotation
methods that have been used.
We base this literature review on two pillars: First,

we used three recent and established literature stud-
ies (Lin et al., 2022; Obaidi and Klünder, 2021; Obaidi
et al., 2022b) on the development and application of
sentiment analysis tools in the software-engineering
domain as a first starting point and selected rele-
vant papers. All three literature studies found that
sentiment analysis tools for the software-engineering
domain are frequently applied, different datasets are

used to train the tools, and there are various chal-
lenges and limitations when training and applying
the tools (e.g., specific terms are used differently in
the software-engineering domain than outside this
domain, irony cannot be properly detected by tools,
or tools vary in their performance when using various
datasets or evaluation strategies). In contrast to these
literature studies, we focus on challenges that are rele-
vant to and encountered in human annotation studies.
However, since the established literature studies are
already rich sources of information on which we can
apply our own exclusion criteria, we use them as
first pillar for our own literature review. Second, we
complemented the set of the first pillar with our own
systematic literature search on this topic. This way, we
complement the existing literature studies to obtain
a broader view with more details on how sentiment
analysis is used in software-engineering research. For
this purpose, we performed a GoogleScholar search
as well as a search in the proceedings of highly-
ranked software-engineering conferences (i.e., ICSE,
ESEC/FSE, ASE)5 using the search terms “sentiment
analysis in software engineering” and “toxicity in software
engineering”, and collected relevant papers via man-
ual inspection of the paper content. In addition, we
recursively collected relevant papers that have been
referenced in relevant papers (also known as back-
ward snowballing (Jalali and Wohlin, 2012)), again
via manual inspection of the paper contents of the
referenced papers. This way, we cover a variety of
different venues (conferences, journals, workshops).6

From the papers that we collected from either
pillar, we only included peer-reviewed papers writ-
ten in English that analyze the sentiment (or similar
concepts) of written developer communication in the
software-engineering domain. That is, after our man-
ual inspection of the paper contents, we applied the
following exclusion criteria:
• Papers that are not written in English.
• Papers that have not been peer reviewed.
• Papers that deal with sentiment analysis in gen-
eral, but are not related to software engineering.
• Papers that investigate user reviews, which only
rate apps but do not cover discussions with de-
velopers.

5The definitions of conferences’ and journals’ abbreviations etc.
are available on our supplementary website.

6We did not perform forward snowballing because we already
found a large and diverse set of relevant and recent papers without.
Although we had to exclude 44% of the papers that we found in
our literature review according to our exclusion criteria, 34% of
the remaining papers had not been found by the three established
literature studies. More importantly, 20% of all the found papers
that fulfill our inclusion criteria have been published in the years
2022 or 2023. As our goal was to obtain an overview of the
methodological challenges identified in human annotation studies
rather than obtaining a complete set of related papers, we have
decided not to carry out forward snowballing on top.
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Table 1
Overview of the used literature studies and of our own
systematic literature review.

# Papers # Papers marked
found as relevant (i.e.,

that fulfilled our
inclusion criteria)

Obaidi and Klünder (2021) 80 63
Obaidi et al. (2022b) 107 85
Lin et al. (2022) 183 81

Distinct union of

234 117Obaidi and Klünder (2021),
Obaidi et al. (2022b),
and Lin et al. (2022)

Additional papers found by us 81 60

Overall sum 315 177

• Papers that perform content extraction or re-
quirements classifications on software-engineer-
ing-related texts, as these tasks do not analyze the
communication of developers.
• Papers that analyze developer communication
but are not related to sentiment or similar con-
cepts.
• Papers that analyze non-written (e.g., oral) devel-
oper communication.

We provide descriptive statistics of the used lit-
erature studies and our own systematic literature re-
view in Table 1. The literature study of Obaidi and
Klünder (2021) covers 80 papers, 7 of which deal
with sentiment analysis, in general, but that are not
related to software engineering. Another 10 papers of
their study investigate user reviews, which only rate
apps but do not cover discussions with developers.
Consequently, we consider these papers not relevant
for our study. As a result, we collected 63 papers from
the literature study of Obaidi and Klünder (2021). In
an extended version (Obaidi et al., 2022b) of their
literature study, they added 27 more papers. From
these 27 papers, we excluded 5 papers that analyzed
user reviews and included the remaining 22 papers.
Independent of the two previously mentioned litera-
ture studies, Lin et al. (2022) conducted a literature
review on opinion mining in the software-engineering
domain, focusing on the analysis of opinions rather
than the analysis of sentiment. From their 183 papers,
we extracted 81 papers that fulfilled our inclusion
criteria. After removing duplicates from all the three
literature studies, we ended up with 117 papers that
met our inclusion criteria out of 234 papers. In ad-
dition, in our own subsequent literature search, we
found 81 papers that are related to sentiment analysis
in the software-engineering domain and that were not
found by the three previous literature studies on this
topic. Out of these 81 papers, we included 60 papers
that fulfilled our inclusion criteria. In total, when
combining the papers from the previous literature

reviews and from our own systematic literature search,
we viewed 315 papers, out of which 177 fulfilled our
inclusion criteria. On our supplementary website, we
provide additional tables that contain entries for all
the 315 viewed papers (separately for the 177 included
and 138 excluded papers).7 There, we also provide a
reason for each excluded paper why we excluded it.
In sum, after combining papers from both pillars,

our collection of papers contains 177 papers that have
been published between 2013 and 2023 in highly-
ranked software-engineering conferences and journals
(ICSE, MSR, EMSE, etc.)5, as well as in a variety of
specialized workshops, conferences, and journals (e.g.,
SEmotion), see Table 6 in the Appendix.
Similar to Obaidi and Klünder (2021), we grouped

the relevant papers into two major categories (see Ta-
ble 5 in the Appendix): Papers that develop or evaluate
sentiment analysis tools for software-engineering tasks
(Appendix A.1), and papers that merely apply sen-
timent analysis tools on software-engineering-related
texts to answer research questions related to sentiment
(Appendix A.2). Notably, in the study of Obaidi and
Klünder (2021), only one third of the papers address
tool development and evaluation for the software-
engineering domain. In our combined collection of
papers, we observe a similar division between these
two categories, but with a slightly higher fraction
(39%) of papers that address tool development and
evaluation than in their study. Also note that we treat
human sentiment labeling (i.e., manual annotation) as
a sentiment analysis tool, which is why we categorized
8 papers that simply used human labeling to answer
research questions related to sentiment as tool appli-
cation (see also Table 5 in the Appendix).
Whereas Obaidi and Klünder (2021) focus on quan-

titative results (e.g., how often which tool was used),
we concentrate on rather qualitative results: We gather
details on which tools have been developed specif-
ically for the software-engineering domain, provide
concrete examples how sentiment analysis is used
in the software-engineering domain, and discuss that
different studies led to contrary results for answering
the same research questions. Although tool develop-
ment and application is not directly related to hu-
man annotation, such studies still are a rich source
of information for characterizing potential problems
and challenges in sentiment analysis in the software-
engineering domain. Some of these challenges that
have been encountered in studies on tool evaluation
are similar to the challenges that we encountered
in our human annotation study, which is why we
decided to also include such studies in our literature
study. Moreover, many tool-evaluation papers rely
on human-annotated datasets as a ground truth for
their evaluation. Therefore, in our literature study,

7https://se-sic.github.io/paper-lkml-aggressiveness/
literature_table.html
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we discuss potential problems by means of concrete
examples and provide detailed insights into how hu-
man data labeling was performed by different studies,
which is not part of the literature study of Obaidi and
Klünder (2021).
In what follows, we first summarize the general

findings that are related to our human annotation
study, which we have extracted from our literature
review. Then, we provide detailed information on the
human annotation studies that we identified through
our literature review.

3.1. General Insights and Related Work from
the Literature Review

During our literature review, we obtained a num-
ber of general insights for sentiment analysis in the
software-engineering domain. Although these insights
are primarily gathered from tool-development or tool-
application papers and not necessarily related to hu-
man annotation studies, the described challenges and
results are still important and related to our study.
Therefore, we first summarize the general findings
that we have extracted from the tool-development and
tool-evaluation papers, and then we summarize the
general findings that we have extracted from the tool-
application papers.

3.1.1. Insights from Tool Development and
Evaluation

Jongeling et al. (2015, 2017) investigated whether
sentiment analysis tools from outside the software-
engineering domain agree with each other when used
on technical texts, resulting in different sentiment clas-
sifications for different tools. They also compared the
classifications’ outcomes against a human-annotated
dataset from Murgia et al. (2014), resulting in a dis-
agreement between tools and humans for up to 60%
of the texts with human agreement.
Novielli et al. (2015) annotated a StackOverflow

dataset regarding emotions and opinions. They found
that sentiment polarity is a complex phenomenon,
which varies depending on recipients and technical
matters. In later studies, they came to the conclusion
that “reliable sentiment analysis in software engineer-
ing is possible” when existing tools are specifically
tuned to the software-engineering domain (Novielli
et al., 2018a,b).
Hence, many researchers developed their own sen-

timent analysis tools specifically tuned to the software-
engineering domain, based on and evaluated on manu-
ally labeled datasets such as code review comments, is-
sue comments, ticket systems, or StackOverflow posts.
In Appendix A.1, we provide a brief overview of the
different tools (we collected more than 30) and their
related papers that we found through our literature
review, and we provide further details about all these
papers and tools on our supplementary website.

The fact that so many tools have been devel-
oped specifically for the software-engineering domain
demonstrates, on the one hand, that analyzing devel-
opers’ sentiments is a highly relevant topic. Yet, on the
other hand, the huge number of different approaches,
datasets, and tools also indicates that existing ap-
proaches may not be accurate and reliable enough.
Beside creating new tools, researchers compared

the software-engineering-specific sentiment analysis
tools against each other.8 Multiple tools have been
compared with different sets of human-annotated data
(originating from multiple annotators; most of these
sets ignore texts with disagreement after discussion
among the annotators or use measures of central ten-
dency (e.g., Blaz and Becker, 2016; Gachechiladze
et al., 2017; Guzman et al., 2017; Kaur et al., 2018;
Mansoor et al., 2021; Novielli et al., 2020, 2018a,
2021; Serva et al., 2015; Uddin and Khomh, 2021))
from the software-engineering domain, resulting in
that these tools have a low overall accuracy and are
not suited to detect negative sentiment in software-
engineering texts (Biswas et al., 2019; Calefato et al.,
2019; Cassee et al., 2022; Ferreira et al., 2021; Fucci
et al., 2021; Shen et al., 2019). This even holds for
more advanced machine learning and language mod-
els (Batra et al., 2021; Biswas et al., 2020; Bleyl and
Buxton, 2022; Cabrera-Diego et al., 2020; Ferreira
et al., 2024; Imran et al., 2022; Kadhar and Kumar,
2022; von der Mosel et al., 2023; Prenner and Robbes,
2022; Robbes and Janes, 2019; Wu et al., 2021).
Interestingly, Sun et al. (2022) noted that the way
how humans perceive and label sentiment in software-
engineering-related texts (which are used for tool
training and tool evaluation) “plays an important role
for the performance of automated sentiment analysis”.
Novielli et al. (2021) observed that different soft-

ware-engineering-specific sentiment analysis tools led
to contradictory results, which often result from differ-
ent treatments of context, domain-specific words, po-
liteness, indicators of positive and negative sentiments
next to each other, or figurative language (Biswas
et al., 2020; Chen et al., 2021; Novielli et al., 2018b;
Uddin et al., 2022b; Uddin and Khomh, 2021). Even
combining different sentiment analysis tools that have
been trained on different kinds of software-engineering-
related texts does not necessarily lead to more reliable
results (Mula et al., 2022; Obaidi et al., 2022a).
Also, adding or removing context (e.g., quotes of
previous messages) can affect the performance of the
sentiment analysis tools, but does not lead to a general
improvement in their accuracy (Ferreira et al., 2024).
In addition, many tools ignore emojis, which are
used by authors of a comment to explicitly express
their sentiment in a “self-reported” way (Chen et al.,

8We provide further information about all these papers as well
as the corresponding tools and approaches on our supplementary
website.
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2021; Park and Sharif, 2021). Lin et al. (2018) even
“warn[ed] the research community about the strong
limitations” of such tools, which is corroborated by
Wang (2019). Others, in turn, proposed guidelines
how these tools could be used “reliably” (Novielli
et al., 2020, 2018b) in the software-engineering do-
main, and that there is a “substantial agreement”
among the tools that are specifically developed for this
domain (Ahasanuzzaman et al., 2020).
In contrast to the work that considers sentiment

analysis tools as reliable and closest to our paper, after
manually annotating 589 GitHub comments, Imtiaz
et al. (2018) came to the conclusion that sentiment
analysis in the software-engineering domain is un-
reliable, as “human raters also have a low agree-
ment among themselves”. They evaluated 6 sentiment
analysis tools and observed that neither the tools
agreed among each other nor did they agree with
the consensus (which was achieved after discussing
the disagreeing annotations) of their human raters.
Their results are in line with our study. In fact, we
are able to confirm their general results on a different
dataset, which is a valuable contribution on its own.
In addition to that, the main difference to our study
(except for data source and data sampling) is that,
in their study, only two human raters annotated each
comment, whereas we put our analysis on a broader
basis by having 6 to 9 human annotators per text.
Similarly to our study, Herrmann et al. (2022) an-

alyzed the human perception of 100 statements from
pre-labeled and widely-used datasets from GitHub,
JIRA, or StackOverflow. To that aim, they asked
94 participants to label each of these statements,
resulting in a huge difference between the labels
assigned by the different participants. Only in 7 state-
ments they achieved a substantial agreement between
the pre-defined labels from the datasets and the ma-
jority vote of their participants. Noteworthy, none of
their 94 participants agreed with all of the 100 pre-
defined labels from the datasets. In our study, we use a
different software-engineering-related dataset (e-mails
from the LKML), a larger number of texts (720 e-
mails), but a lower number of annotators (6 to 9)
per text. Despite these deviations between their study
and our annotation study, we can confirm their results
on the subjectivity of human perception, that is, the
lack of agreement between human annotators. Even
more, in a qualitative study, we investigate why the
disagreement on specific texts is particularly high.
In summary, even though researchers constantly

developed new sentiment analysis tools for the soft-
ware-engineering domain in the last decade, the ac-
curacy of these tools is rather low. Notably, many
of the tool evaluations rely on specifically annotated
datasets, which different humans may perceive dif-
ferently, though. All in all, this shows that senti-
ment analysis in the software-engineering domain is

a long-burning issue and, still, a hot topic in software-
engineering research.

3.1.2. Insights from Tool Application and Tool
Usage

As discussed in Section 3.1.1, there are lots of sen-
timent analysis tools specifically designed for software
engineering. Beside their development and evaluation,
these tools have also been used in various studies
to empirically answer specific research questions. In
Appendix A.2, we provide a brief overview of all
these studies, which we have collected during our
literature review. More details are available on our
supplementary website. In what follows, we report
on a selection of these studies that we consider most
closely related to the results of our annotation study:
In general, emotions and sentiment polarity are

present in the communication channels of OSS projects
(Ferreira et al., 2019c; Graßl and Fraser, 2022; Guz-
man and Bruegge, 2013; Jurado and Rodriguez, 2015;
Murgia et al., 2014; Tourani et al., 2014), but usually
only a small fraction of the communication expresses a
positive or negative sentiment (Ferreira et al., 2019c;
Hata et al., 2022; Sengupta and Haythornthwaite,
2020; Skriptsova et al., 2019; Valdez et al., 2020).
Whereas most GitHub projects are neutral, there are
10% more projects with negative sentiment than
projects with positive sentiment (Sinha et al., 2016).
In addition, specific events (e.g., receiving feed-

back from another developer or disagreement on how
to implement a specific feature) can cause a change in
a developer’s sentiment (Garcia et al., 2013; Li et al.,
2021). The role of such events is critical for a project,
as up to 24% of the developers who received negative
feedback never contributed to the project again (Freira
et al., 2018). In particular, the sentiment that is preva-
lent in the replies that newcomers (i.e., new developers
joining a project) receive influences whether they con-
tinue contributing to the project (Mahbub et al., 2021).
Nevertheless, developers seem to be less influenced
by negative sentiment than users, and replies often
continue the emotion of the initial message (Lanovaz
and Adams, 2019). However, many developers also
try to resolve conflicts and reply in a neutral or polite
manner after receiving a comment that contains neg-
ative sentiment (Ortu et al., 2016a). Even comments
with negative sentiment are not only criticizing, but
often also constructive (Assavakamhaenghan et al.,
2023). Moreover, positive or negative sentiment in or-
ganizational discussions seems to be related to changes
in the socio-technical structure of a software project
and, thus, also has an impact on the sustainability of
the project (Yin et al., 2023).
As another factor, the discussion topic seems to

impact developers’ sentiment. Specifically, discussing
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non-reproducible bugs or security-related issues is as-
sociated with negative sentiment (e.g., due to annoy-
ance or frustration) (Goyal and Sardana, 2017; Pletea
et al., 2014; Rahman et al., 2015).
Researchers also investigated the sentiment of com-

mit messages and build processes, having partly con-
trary results (Huq et al., 2019, 2020; Islam and Zibran,
2016, 2018c; Kaur et al., 2022; Souza and Silva, 2017;
Venigalla and Chimalakonda, 2021b). For example,
whereas two studies found that commit messages and
issue comments written onMondays are more negative
than on other days (Guzman et al., 2014; Kumar
et al., 2022), other researchers found that the most
negative sentiment is present in comments written on
Tuesdays (Sinha et al., 2016), and still another study
reports that comments written on Tuesdays are least
negative, but those that are written on Sundays are
most negative (Valdez et al., 2020). Also the time of
day can affect the sentiment of a comment: Whereas
positive sentiment seems to occur most frequently
in the morning and least frequently shortly before
midnight, negative sentiment is prevalent throughout
the whole day (Valdez et al., 2020).
However, whether developers perceive code re-

views as toxic seems to be subjective (Chouchen et al.,
2021). Nevertheless, when multiple developers post
comments to the same issues, their comments often
share the same sentiment (Li et al., 2020).
Further studies on GitHub issues investigated vari-

ous characteristics of toxic comments (Cheruvelil and
da Silva, 2019; Cohen, 2021; Ferreira et al., 2022;
Miller et al., 2022; Raman et al., 2020), indicating
that only a small fraction is aggressive (Cohen, 2021;
Ferreira et al., 2022).
Closest to our aim, Ferreira et al. (2019a) as-

sessed on the LKML whether the maintainers’ senti-
ment changed after Linus Torvalds’s temporary break.
However, they did not find any significant changes be-
tween 2017 and 2019. Later on, Ferreira et al. (2021)
collected 1 545 e-mails from the LKML that were re-
lated to rejected patches. In their study, two persons
manually coded the e-mails with respect to incivility,
ending up in a substantial agreement between the two
coders. They identified potential causes for incivility in
these e-mails and evaluated how much incivility does
exist.9 In our study, we sampled 720 e-mails from the
LKML and had 6 to 9 humans who annotated each e-
mail with respect to aggressiveness. In contrast to Fer-
reira et al. (2021), we observe a disagreement between
our human annotators on a substantial number of e-
mails. In addition, we identify potential causes for the

9Although Ferreira et al. (2021) investigate potential causes
for incivility and we investigate potential causes for aggressiveness
on the LKML, we consider their study on incivility related to
our study, since incivility is a kind of unfriendly behavior that
considers nonverbal communication (Hamilton, 2012), but their
study basically considers verbal communication as we do in our
study on aggressiveness.

different perceptions of aggressiveness among humans
(i.e., among the annotators) and discuss why individ-
ual perceptions matter, whereas Ferreira et al. (2021)
focused on understanding the communication between
the developers (who authored the collected e-mails)
and analyzed causes for incivility in general (not
causes for different perceptions of aggressiveness).
It is important to note that many researchers al-

ready pointed out that the existing sentiment analysis
tools face further challenges. For example, Kritikos
et al. (2020) stated that irony detection does not work
properly. Murgia et al. (2018) concluded that specific
keywords, such as “thanks” or “sorry”, are impor-
tant for sentiment analysis tools to detect sentiment
polarity correctly. Further, Ferreira et al. (2019b)
mentioned another challenge: Sometimes, a single sen-
tence contains contradicting sentiments, which makes
it difficult to determine an overall sentiment for the
whole sentence.

3.2. Human Annotation Studies
Throughout our literature review on sentiment

analysis for software engineering, we found a substan-
tial number of papers in which a human annotation
study on software-engineering-related texts was con-
ducted (either for tool evaluation prior to tool selec-
tion, or to qualitatively investigate the sentiment in
such texts). In particular, 55 out of the 177 papers that
fulfilled our inclusion criteria contain manual data
labeling.10 Note that manual data labeling is a cross-
cutting methodological aspect that occurs in papers
from both categories, “tool development and tool eval-
uation” as well as “tool application and tool usage”.
To perform themanual data labeling, different text-

preprocessing strategies, a different number of human
raters, and different aggregation methods to obtain
a single label from multiple ratings have been used.
In Table 2, we provide an overview of the different
approaches that have been used by the papers that
we found in our literature study. The vast majority
of papers uses two annotators for each text snippet,
followed by three annotators. Murgia et al. (2018)
even claimed that “using more than two raters does
not significantly change the results in terms of degree
of agreement on emotions”. Nevertheless, there are
also several studies that used 4 to 16 annotators
for each text snippet. Surprisingly, there are also a
couple of studies that rely on the perception of only
a single annotator (Biswas et al., 2020; Herrmann
and Klünder, 2021; Klünder et al., 2020; Qiu et al.,
2022). According to Qiu et al. (2022), Egelman et al.
(2020) have shown that “inter-rater agreement is very
high when using multiple annotators, implying that
a single annotator is sufficient” (Qiu et al., 2022).

10We marked the particular 55 papers that contain manual
data labeling in our literature table on our supplementary web-
site: https://se-sic.github.io/paper-lkml-aggressiveness/
literature_table.html
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Table 2
Number of annotators per text snippet, annotation labels, and methods for disagreement resolution used in the human annotation
studies of the papers that we included in our systematic literature review.

Characteristics of the Human Annotation Studies Papers

Number of annotators 94 Herrmann et al. (2022)
per text snippet 3–16 Murgia et al. (2018); Ortu et al. (2016b)

10 Mansoor et al. (2021)
6 Park and Sharif (2021)
5 Patwardhan (2017)
4 Cohen (2021); El Asri et al. (2019); Gachechiladze et al.

(2017); Kaur et al. (2018)
3–4 Uddin and Khomh (2021)
2–4 Murgia et al. (2014)

3 Ahmed et al. (2017); Blaz and Becker (2016); Calefato et al.
(2018, 2017); Chouchen et al. (2021); Guzman et al. (2017);
Islam and Zibran (2018b); Novielli et al. (2018a); Rong et al.
(2022); Wang (2019)

2–3 Batoun et al. (2023); Ding et al. (2018); Hata et al. (2022);
Lin et al. (2019); Novielli et al. (2020); Serva et al. (2015)

2 Cassee et al. (2022); Cheriyan et al. (2021); Ferreira et al.
(2021); Fucci et al. (2021); Graßl and Fraser (2022); Imran
et al. (2022); Imtiaz et al. (2018); Lin et al. (2018); Mäntylä
et al. (2017); Marshall et al. (2016); Novielli et al. (2021);
Sanei et al. (2021); Sapkota et al. (2019); Sarker et al. (2023a,
2020); Sengupta and Haythornthwaite (2020); Tourani et al.
(2014); Uddin et al. (2022a)

1–2 Ferreira et al. (2022); Robe et al. (2022)
1 Biswas et al. (2020); Herrmann and Klünder (2021); Klünder

et al. (2020); Qiu et al. (2022)
multiple (unspecified) Miller et al. (2022)

Annotation labels positive, negative, neutral Ahmed et al. (2017); Batoun et al. (2023); Biswas et al.
(2020); Blaz and Becker (2016); Calefato et al. (2018); Ding
et al. (2018); El Asri et al. (2019); Graßl and Fraser (2022);
Herrmann and Klünder (2021); Herrmann et al. (2022);
Klünder et al. (2020); Lin et al. (2018); Mansoor et al.
(2021); Novielli et al. (2020, 2018a); Park and Sharif (2021);
Patwardhan (2017); Sanei et al. (2021); Uddin et al. (2022a);
Uddin and Khomh (2021)

positive, negative Lin et al. (2019); Tourani et al. (2014)
positive, negative, neutral, mixed Novielli et al. (2021)
positive, negative, neutral, mixed, sarcasm Imtiaz et al. (2018)
negative, non-negative, mixed Cassee et al. (2022); Fucci et al. (2021)
toxic, not toxic Chouchen et al. (2021); Cohen (2021); Miller et al. (2022);

Qiu et al. (2022); Raman et al. (2020); Sarker et al. (2020)
five-point Likert scale (very pos. to very neg.) Guzman et al. (2017); Sapkota et al. (2019)
scale from 1 to 9 Mäntylä et al. (2017)
self, other, object Gachechiladze et al. (2017)
personal, racial, swearing Cheriyan et al. (2021)
love, joy, surprise, anger, sadness, fear Calefato et al. (2017); Imran et al. (2022); Kaur et al. (2018);

Murgia et al. (2014); Ortu et al. (2016b)
multiple different categories Ferreira et al. (2021); Hata et al. (2022); Robe et al. (2022);

Rong et al. (2022); Sengupta and Haythornthwaite (2020);
Serva et al. (2015); Wang (2019)

Disagreement resolution majority vote Calefato et al. (2017); Gachechiladze et al. (2017); Guzman
et al. (2017); Kaur et al. (2018); Mansoor et al. (2021);
Murgia et al. (2014); Novielli et al. (2018a); Park and Sharif
(2021); Patwardhan (2017); Serva et al. (2015); Uddin and
Khomh (2021); Wang (2019)

majority vote, ignore if tie Islam and Zibran (2018b)
consensus discussion Batoun et al. (2023); Cassee et al. (2022); Cohen (2021); Ding

et al. (2018); El Asri et al. (2019); Ferreira et al. (2022); Fucci
et al. (2021); Hata et al. (2022); Imran et al. (2022); Imtiaz
et al. (2018); Rong et al. (2022); Sanei et al. (2021); Sarker
et al. (2023a, 2020); Sengupta and Haythornthwaite (2020);
Tourani et al. (2014); Uddin et al. (2022a)

consensus discussion, ignore if unresolved Novielli et al. (2020, 2021)
majority vote + consensus discussion Blaz and Becker (2016); Calefato et al. (2018)
manual resolution by uninvolved people Lin et al. (2019, 2018)
median of numeric labels Herrmann et al. (2022)
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That is, they assumed that it is enough to have one
annotator and human resources can be saved when a
high agreement between the labelers can be assumed.
However, in our study, we show that such an approach
is not necessarily reliable and particularly risky, as
we collect a substantial number of e-mails to which
multiple annotators assigned contrary labels.
Prior to their annotation studies, the different re-

searchers applied different text-preprocessing strate-
gies. In many studies, URLs (Biswas et al., 2020;
Calefato et al., 2018; Imran et al., 2022; Sanei et al.,
2021), HTML tags (Biswas et al., 2020; Calefato et al.,
2018; Sanei et al., 2021), code snippets (Biswas et al.,
2020; Calefato et al., 2018; Imran et al., 2022; Imtiaz
et al., 2018; Kaur et al., 2018; Klünder et al., 2020;
Sanei et al., 2021; Tourani et al., 2014), and stack
traces (Kaur et al., 2018; Tourani et al., 2014) are
removed from the software-engineering-related texts
beforehand. Imtiaz et al. (2018) also removed emojis,
and Tourani et al. (2014) also filtered auto-generated
e-mails. Moreover, Klünder et al. (2020) and Imran
et al. (2022) also removed user mentions, names, or
e-mail addresses and replaced them by anonymous
tokens. Nevertheless, Sanei et al. (2021) showed that
removing emojis, numbers, method names, punctua-
tion, or replacing uppercase letters by lowercase letters
even led to more disagreement than when keeping
these elements as they are in the original texts.
Regarding the treatment of context, there exist

different approaches. While some studies removed
the context and citations within text snippets (Lin
et al., 2018; Sanei et al., 2021; Tourani et al., 2014),
others kept the context, such that it is available during
annotation (Ferreira et al., 2021; Imtiaz et al., 2018;
Serva et al., 2015), since providing context helps to
avoid mislabeling (Uddin and Khomh, 2021). Murgia
et al. (2018, 2014) compared annotations in which the
context or citations were available with annotations
on the same text snippets where the context and
citations were removed. They concluded that “context
can cause doubt” (Murgia et al., 2014) for the annota-
tors and slightly decreases the inter-rater agreement
compared to annotations in which the context was
removed beforehand (Murgia et al., 2018), but, in
general, it “does not play a significant role” (Murgia
et al., 2014).
As the majority of comments or similar texts in

the software-engineering domain are neutral, Ahmed
et al. (2017) applied an undersampling of neutral
comments, whereas Sarker et al. (2020) and El Asri
et al. (2019) explicitly oversampled toxic or negative
comments, respectively.
Also, there are different ways on how to train the

annotators prior to the actual annotations. Few studies
consciously forwent any training to capture the anno-
tator’s real, unbiased perception of sentiment (Ahmed
et al., 2017; Ding et al., 2018; Mansoor et al., 2021;

Murgia et al., 2018). Hence, they neither had discus-
sions with the annotators prior to annotation, nor did
they provide any annotation guidelines. In contrast,
a substantial corpus of studies provided specifically
developed annotation guidelines prior to the annota-
tion study (Biswas et al., 2020; Calefato et al., 2018;
Cassee et al., 2022; El Asri et al., 2019; Fucci et al.,
2021; Hata et al., 2022; Herrmann et al., 2022; Imtiaz
et al., 2018; Novielli et al., 2018a; Sarker et al., 2020).
Some studies even had training sessions in which they
discussed the guidelines with the annotators (Novielli
et al., 2018a; Uddin and Khomh, 2021), or provided
tutorials with supervised annotation beforehand (Blaz
and Becker, 2016; Calefato et al., 2018). Herrmann
et al. (2022) showed that providing guidelines leads
to more reliable results than ad-hoc labeling, as the
guidelines enable a common understanding of the
labels among all annotators.
Table 2 shows that most of the studies used three

labels for annotation (positive, negative, neutral),
whereas some explicitly omitted the neutral label to
enforce a binary decision (Lin et al., 2019; Tourani
et al., 2014), and others added a mixed label that
allows positive and negative sentiment to be simulta-
neously present in one text snippet (Imtiaz et al., 2018;
Novielli et al., 2021). Also having multiple labels that
capture different emotions or having special labels to
answer special research questions (e.g., the target of an
attack (Gachechiladze et al., 2017)) are quite common.
However, annotations that consist of multiple labels
of emotions are sometimes mapped back to polarity
labels (positive, negative, neutral) (Kaur et al., 2018;
Uddin et al., 2022a). In addition to the actual labeling,
Serva et al. (2015) also asked each annotator for the
level of confidence on a four-point Likert scale for each
label they assigned.
When multiple annotators annotate the same text

snippet, they can perceive them differently and, thus,
may assign different labels. Most of the studies used
discussions among the annotators to achieve a consen-
sus in case of disagreeing labels after individual anno-
tation. Also majority votes are often used. Some stud-
ies even combined discussion and majority vote (Blaz
and Becker, 2016; Calefato et al., 2018), and others
explicitly ignored text snippets where the annotators,
even after discussion, cannot agree on a label (Novielli
et al., 2020, 2021), or the majority vote ends up
in a tie (Islam and Zibran, 2018b). In some cases,
also people that were not involved in the annotation
study were asked to either label the texts with dis-
agreement individually or to take a decision based on
the disagreeing annotations (Lin et al., 2019, 2018).
Uddin and Khomh (2021) mentioned that they asked
an additional annotator to solve the disagreement “in
cases of sarcasm and convoluted polarity”. In addi-
tion, it is important to note that the different studies
report different levels of detail on their annotation
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Table 3
Overview of our design choices and the corresponding papers from the literature.

Design Choice Papers Found in Our Literature Review

Oversampling of aggressive comments El Asri et al. (2019); Sarker et al. (2020)
E-mail preprocessing: removing URLs, etc. Biswas et al. (2020); Calefato et al. (2018); Imran et al. (2022); Sanei et al. (2021)
Replacing names and e-mail addresses by tokens Klünder et al. (2020)
Removing auto-generated e-mails Tourani et al. (2014)
Removing citations Ferreira et al. (2019a); Garcia et al. (2013); Lin et al. (2018); Rousinopoulos et al.

(2014); Sanei et al. (2021); Tourani et al. (2014)
Selection of annotation labels see the different options in Table 2
Annotation guidelines Biswas et al. (2020); Calefato et al. (2018); Cassee et al. (2022); El Asri et al. (2019);

Fucci et al. (2021); Hata et al. (2022); Herrmann et al. (2022); Imtiaz et al. (2018);
Novielli et al. (2018a); Sarker et al. (2020)

Tutorials with supervised annotation Blaz and Becker (2016); Calefato et al. (2018)
Number of annotators (6–9) e.g., Mansoor et al. (2021); Murgia et al. (2018); Ortu et al. (2016b); Park and Sharif

(2021)
Disagreement resolution see the different options in Table 2

studies, and they all achieve different levels of agree-
ment among their annotators, reaching from substan-
tial disagreement to substantial agreement. Only few
studies investigated the disagreements and searched
for possible reasons why the annotators had chosen
different labels.
In summary, the literature indicates that there

are many different design choices when conducting
human annotation studies in the software-engineering
domain, including the usage of different annotation
labels, numbers of annotators per text snippet, pre-
processing techniques, methods to prepare the an-
notators, and methods for disagreement resolution.
When making the design choices for our annotation
study, which we present in the following section,
we oriented toward the choices that have been used
in related studies, ensuring that our study builds on
proven design choices of related studies. In Table 3,
we provide an overview of our design choices and list
the corresponding papers from our literature review
that took a similar choice.

4. Methodology

In our empirical study, we have sampled 720 e-
mails from the LKML and annotated whether they are
aggressive or not. In what follows, we describe how
we have collected the e-mail data, how the annotation
study was conducted, and how we have processed and
analyzed the annotation results.

4.1. Data Collection
We downloaded the e-mails of the LKML from

the publicly available mailing-list archive Gmane11

using the tool nntp2mbox12, covering 1 939567 e-
mails in the time period from June 2005 to July 2016.
From all these e-mails, we extracted the content and

11https://gmane.io/, list: gmane.linux.kernel
(accessed: 2019-02-12)
12https://github.com/xai/nntp2mbox/

(accessed: 2019-02-12)

automatically removed parts that are not plain text,
such as attachments, diffs, commit messages (contain-
ing a tag Signed-off-by), keys, etc. Afterwards, we
removed e-mails that contain less than 5 alphabetic
characters (to get rid of e-mails that just contain git
version numbers) and e-mails that contain only auto-
generated content (indicated by a field Git-Commit-
Id: or Robot-Id: in the e-mail header).

4.2. Sampling of 720 E-Mails
As we aimed at finding a ground truth to as-

sess the performance of sentiment analysis tools on
aggressive and non-aggressive e-mails, we sampled
720 e-mails from the collected 1 939567 e-mails for
human annotation. This is a compromise to obtain a
substantial and diverse dataset, and, at the same time,
not to overburden the annotators (each of which was
expected to annotate every e-mail of our dataset). As
the majority of e-mails of the LKML, usually, may not
contain aggressive language (only about 7% of the e-
mails sampled by Ferreira et al. (2021) were uncivil),
we oversampled e-mails of people who are known to
be likely aggressive or are involved in publicly known
flame wars and other sensational conversations, based
on manual web search. That is, we sampled e-mails
that have been sent by or to persons that were pub-
licly mentioned to be participating in a flame war
(or similar events) in the months prior, during, and
after the flame war became public. Due to protec-
tion of privacy, we cannot publicly state from which
people we have oversampled the e-mails.13 In sum,
we collected 652 e-mails from, at least, 15 distinct
selected people, also including e-mails for which we
fixed the recipient (i.e., the To: header field) to people
who have publicly reported to be a victim of offen-
sive language, sometimes even restricted to a certain
time period of two to three years in which certain
flame wars, etc. had occurred. In addition to these

13Additional information can be provided upon personal request,
though.
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Figure 1: Example screenshot of our annotation tool (with additional explanations surrounding the screenshot).

652 deliberately (but still randomly with respect to the
above described constraints) sampled e-mails, we also
sampled 68 e-mails completely random. Note that, on
purpose, we sampled only e-mails that were replies
to previous e-mails on the LKML (considering the
References: or In-Reply-To: header fields), as we
assumed that aggressive behavior merely occurs when
a community member reacts or replies to a previous
e-mail. Altogether, we sampled 720 e-mails authored
by 111 different developers. Then, we randomized the
order of the e-mails prior to our annotation study, but
we showed all sampled e-mails to all annotators in the
same order.

4.3. E-Mail Preprocessing
To avoid annotators being biased, we anonymized

the names of authors and recipients, e-mail addresses,
and URLs that appeared in the e-mail content. We
replaced them by the special tokens [Author of e-
mail], [Recipient of e-mail], [CC recipient], [e-
mail address], and [URL], similarly to the work of
Klünder et al. (2020). This way, it is not obvious to
the annotators who had authored a particular e-mail
or who else had participated in the conversation. In
addition, we removed citations within e-mails, that
is, content which originally came from another e-
mail. Citations are identified by a > character at the
beginning of a line. We removed citations since we
wanted to assess the aggressiveness of the e-mail (i.e.,

the text the author wrote), and not aggressive parts
that have been written by another person. Removing
citations in e-mails has also been used in previous
work (Ferreira et al., 2019a; Garcia et al., 2013;
Lin et al., 2018; Rousinopoulos et al., 2014; Sanei
et al., 2021; Schneider et al., 2016; Tourani et al.,
2014). Analyzing the language of cited parts may be
interesting to understand why somebody reacted in an
aggressive way, but this is not necessary to identify
aggressive language of the e-mail author. Hence, we
replaced citations by a token >[citation] (removed)
to indicate for the annotators at which places we have
removed cited content.

4.4. Annotation Tool
To conduct our annotation study, we created a

small web application to manually annotate e-mails. In
a small pre-study, two of the authors of this paper and
two former colleagues evaluated different interfaces
of this tool to find suitable options for annotations.
For each e-mail, we presented the preprocessed e-mail
content on the left part of the screen (scrollable in
case of longer e-mails) and the annotation options
on the right (see a screenshot of an example e-mail
in Figure 1). In the upper part, annotators are asked
to select the target of a personal attack or offensive
language. Inspired by the study of Wulczyn et al.
(2017), we provided the options “targeted at the re-
cipient”, “targeted at a third party”, “targeted at code
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/ software / technical concepts”, “targeted at self”,
“being reported or quoted”, “other kind of attack or
offensive language”, and “none”. In addition, annota-
tors could mark an e-mail as “meta” if they identify an
e-mail discussing communication issues. Finally, the
annotators had to choose an overall label: “strongly
aggressive”, or “mildly aggressive”, or “neutral”, or
“friendly”. We provided the possibility to choose be-
tween different degrees of aggressiveness to account
for individual perceptions, but we provided only four
labels to enforce the annotators to either choose an
aggressive label or a non-aggressive label. If the anno-
tators believed that an e-mail is auto-generated (e.g.,
a message that was created by an automated response
service, though we have removed most of the auto-
generated e-mails beforehand), somehow corrupted,
or spam, they could just choose these separate options
without deciding upon the aggressiveness of an e-mail.
During our pre-study, we noticed that some anno-

tators were not sure which label to choose. In such
a case, they might think about their decision for a
comparably long time. To also account for this case,
we decided to provide an additional check box “I am
not sure”: If an annotator has already chosen a target
but is still struggling with the choice of the overall
label for a certain amount of time (dependent on the
number of e-mail lines to read) or if an annotator
alters the already chosen overall label, the “I am not
sure” checkbox appears automatically. Independent of
that, annotators always had the possibility to add a
comment. After finishing the annotation of one e-mail,
using the next button brought the annotator directly to
the next e-mail. However, at any point in time, it was
possible to navigate back to previous e-mails and to
change the annotation of a previously seen e-mail (to
allow corrections if an annotator identifies later that
an earlier assigned e-mail should be labeled differently
than initially labeled).

4.5. Annotation Guidelines
On the one hand, Ross et al. (2016) showed that

it is important to provide clear definitions for the
possible labels to ensure a high inter-rater agreement.
Consequently, several human annotation studies in
the software-engineering domain developed annota-
tion guidelines (Biswas et al., 2020; Calefato et al.,
2018; Cassee et al., 2022; El Asri et al., 2019; Fucci
et al., 2021; Hata et al., 2022; Herrmann et al., 2022;
Imtiaz et al., 2018; Novielli et al., 2018a; Sarker et al.,
2020). On the other hand, other human annotation
studies in the software-engineering domain forwent
providing annotation guidelines to capture the anno-
tators’ real and unaffected perception (Ahmed et al.,
2017; Ding et al., 2018; Mansoor et al., 2021; Murgia
et al., 2018).
For our annotation study, we provided clear ex-

planations and examples for each annotation label

to all annotators in our annotation guidelines and in
a tutorial (see also Section 4.6). After finishing our
pre-study, which we had conducted to evaluate and
improve the interfaces of our annotation tool, the au-
thors and the remaining participants of the pre-study
developed the annotation guidelines and annotation
examples together during multiple discussions. Instead
of providing scientific definitions that would have
been rather difficult to understand and hard to hold
them in the annotators’ heads, we focused on provid-
ing light-weight, exemplary definitions. In addition,
we provided multiple examples for each label (called
annotated samples), on which all pre-study participants
agreed, and provided detailed explanations on why a
specific label applies to a specific example.14 In par-
ticular, our annotated samples contain extreme cases
as examples to explain the different targets, overall
labels, and other possible choices. This way, we aimed
at conveying our impressions of what the differences
between the different labels are and how the labels
should be chosen during annotation to the annotators,
to obtain a common understanding of aggressiveness
as far as practicable, without restricting the annotators
in their own perceptions.

4.6. Annotation Study
We performed our annotation study on 720 e-mails

sampled from the LKML, split in two batches of 360 e-
mails each. Splitting the dataset was a design decision
to obtain the possibility to react to unforeseen prob-
lems that could potentially occur during the study. To
that aim, there was a break of several months between
the two batches, which we used to check the data
formats. Fortunately, we only detected minor tooling
issues after the first batch (e.g., stored data formats,
etc.) that did not affect our results. Some annotators
only participated in the first batch, others only in the
second batch; most annotators participated in both
batches. In total, 10 different annotators participated
in our annotation study.
As previous studies have shown that especially

newcomers in a software project are influenced by
negative sentiment (Canfora et al., 2012; Ferreira
et al., 2021; Jamieson et al., 2024; Steinmacher et al.,
2019, 2013), we decided to let outsiders judge the
aggressiveness of the 720 e-mails, instead of asking
developers of the Linux kernel (who also could have
been biased by annotating e-mails they have authored
themselves, they have read beforehand, or they have
additional knowledge of due to their development
activity in the Linux kernel community). Thus, each
e-mail was manually annotated by 6 to 915 annotators

14We provide the annotation guidelines and the set of annotated
samples (in the way in which we presented them to the annotators)
on our supplementary website.
15Some of the annotators were not able to label all e-mails due

to personal time restrictions. Thus, we have a different number of
annotations for individual e-mails.
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from our group and beyond (e.g., students, Ph.D.
students, external participants), all of them having
programming experience, but at different levels. At the
beginning, we queried some background information
from all annotators, covering gender, programming
experience on a scale from 1 (novice) to 10 (expert),
estimated programming experience compared to col-
leagues on a scale from 1 (junior) to 5 (senior), and the
number of OSS projects they already have contributed
to. 4 of our annotators were female, 6 male. 3 stated
that they are in the age of 18–24, 6 were 25–34 years
old at the time of annotation, one did not reveal their
age. The chosen experience values range from 3 to 9
with a median at 6. When asked about their experience
compared to others, values between 2 and 4 were
chosen (median 3). We asked for this background
information to be able to investigate whether people’s
gender or experience makes a difference in their per-
ception of aggressive language.
Before starting to annotate the e-mails, the annota-

tors were asked to take a look at our annotation guide-
lines (including our annotated samples) and they had
to take a mandatory tutorial, similar to previous anno-
tation studies in the literature (e.g., Blaz and Becker,
2016; Calefato et al., 2018). In the tutorial, we showed
10 e-mails as iconic examples of the possible choices
(e.g, of aggressive language). During the tutorial, the
annotators had to annotate an e-mail first, then we
showed them which labels the authors of this paper
would have chosen (with a short textual explanation),
to provide some exemplary feedback on what the an-
notators’ task is and on when to choose which target,
etc.16 After an annotator finished the mandatory tuto-
rial, the actual e-mail annotation began (as explained
in Section 4.4). The annotators were asked to carefully
read each e-mail and then (1) decide whether this e-
mail contains personal attacks against a specific target
and (2) choose the overall label on whether the e-mail
is strongly aggressive, mildly aggressive, neutral, or
friendly (as explained in Section 4.4). Note that the
annotation guidelines as well as the annotated samples
were available to the annotators also during the entire
annotation study.
The annotators had to annotate the e-mails inde-

pendently of each other. As our annotation tool was
developed as a web application, it was their own
choice when to log into the tool and annotate the
e-mails. We asked them to perform the annotations
within a couple of weeks, knowing that annotating all
e-mails takes several hours per batch. The annotators
were allowed to pause annotating at any time; at
their next login, the annotation tool automatically
continued at the e-mail at which they had stopped
before. Moreover, the annotators were allowed to

16On our supplementary website, we provide all the e-mails
from the tutorial together with the exemplary feedback that the
annotators received after their annotation in the tutorial.

multi label binary label

aggressive

non-aggressive
friendly

neutral

mildly aggressive

strongly aggressive

Figure 2: Overview of the multi-label approach that we have
used for human annotation, and our mapping to binary labels
that we applied afterwards to each annotation.

work at their own pace. So, they could take as much
time as they needed to read an e-mail, think about
it, and annotate it. We made this design decision
deliberately, not to put the annotators under time
pressure during annotation. Since the annotation time
is not informative, we also did not track the time spent
on annotation.
As we noticed after the end of our study that,

for some of the e-mails, the annotated labels varied
considerably among the different annotators, we in-
terviewed them why they had decided that certain e-
mails are aggressive or neutral/friendly while other
annotators came to the opposite decision. During this
discussion, some of the annotators decided to adjust
their label for some of these e-mails when they did
not agree any more with their previously chosen label,
which might have been chosen as a result of fatigue.
For the majority of these e-mails, however, the annota-
tors maintained their decision, even when the opinions
were in stark contrast to others. In addition to the
individual interviews, we also arranged a consolida-
tion meeting, in which we discussed the controversial
e-mails together. During this consolidation meeting,
all annotators agreed that others might perceive an e-
mail differently than themselves, but stayed with their
previously chosen label. We qualitatively explore the
controversial e-mails later on in Section 6.

4.7. Label Mapping & Inter-Rater Agreement
As the overall labels are rather fine-grained and

as there may be only a slight difference between
some of the labels, we derived a binary label for
each annotation: Similarly to the work of Ahmed
et al. (2017), we combined neutral and friendly to non-
aggressive (0), and we combined mildly and strongly
aggressive to aggressive (1), as social studies indicated
that a lower number of classes leads to a higher inter-
rater agreement (Salminen et al., 2018). We provide
a graphical overview of our label mapping from the
multi label to the binary label in Figure 2.
In a next step, we computed the inter-rater agree-

ment, for both, multi label and binary label. To
this end, we use Krippendorff’s alpha for ordinal
data (Krippendorff, 2019), which is an established
and widely-used inter-rater reliability measure (Díaz
et al., 2023) that quantifies the agreement among a
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Figure 3: General overview of the results of our annotation
study on 720 e-mails from the LKML (excluding unsure
annotations, that is, annotations that have been marked as
“I am not sure” by the annotator).

set of raters. Krippendorff’s alpha is able to deal with
missing data and different numbers of annotations
per e-mail (which is important for us as some of our
annotators did not finish annotating all 720 e-mails,
as stated in Section 4.6), and it is “sensitive to small
sample sizes” (Krippendorff, 2019). Krippendorff’s
alpha is 0 when there is a “perfect disagreement”
and 1 when there is a “perfect agreement” among the
raters (Krippendorff, 2009).17 There is an “acceptable
level of agreement” for this measure: It is “customary
to require” Krippendorff’s alpha to be ≥ 0.8; for “ten-
tative conclusions” a value ≥ 0.67 might be sufficient;
below that, it is unreliable to draw conclusions from
the data (Krippendorff, 2009).
We computed the inter-rater agreement for the

complete dataset and, additionally, also for differ-
ent subsets. In one group of subsets, we excluded
all unsure annotations (i.e., annotations where the
annotator marked the e-mail as “I am not sure”),
see columns “excl. unsure” in Table 4. Beyond that,
we computed the inter-rater agreement separately for
different groups of annotators (i.e., male and female
annotators, low and high experience, contributions or
no contributions to OSS projects, etc.; see the first
column of Table 4), to evaluate whether there is a
higher agreement within a specific group of annotators
even when the overall agreement is low.

5. Results of Our Annotation Study

In this section, we present the results of our human
annotation study with regard to the overall labels
chosen by the annotators, and we report the inter-
rater agreement that we obtained from the human
annotations.

5.1. Annotated Overall Labels
In sum, 720 e-mails have been annotated by 6 to 9

annotators each. From the 720 e-mails, we excluded

17For additional information on Krippendorff’s alpha and its
definition, see Krippendorff (2019).

28 that have been marked as “spam”, “corrupted”, or
“auto-generated” by, at least, 5 of the annotators (in
most cases, all annotators agreed). That is, our dataset
consists of 692 e-mails that are treated as real, human-
written e-mails. If we take the mode of the binary
labels of the annotations of an e-mail (considering
a tie as non-aggressive, and excluding unsure anno-
tations only if there are 4 or more sure annotations
for an e-mail), 608 e-mails have been labeled as non-
aggressive and 84 as aggressive. When excluding all
unsure annotations, for 217 of the 692 e-mails, at least,
one annotator labeled the e-mail as aggressive, and
for the remaining 475 e-mails nobody labeled them
as aggressive. If we consider only e-mails for which all
but one annotators agreed on the same binary label
(excluding all unsure annotations), 548 are labeled as
non-aggressive, 52 as aggressive, and for 92 e-mails
we are inconclusive about the overall aggressiveness
as more than one person deviates from the annotation
label of the majority (see also Figure 3). We analyze
the content and annotations of these 92 e-mails later
on in Section 6.

5.2. Inter-Rater Agreement
For the complete dataset of all annotations and e-

mails, we computed Krippendorff’s alpha as a mea-
sure of inter-rater agreement. Our results for both,
the binary labels (aggressive vs. non-aggressive) and
the multi labels (friendly, neutral, mildly aggressive,
strongly aggressive), are listed in Table 4. Overall,
as expected (see Section 4.7 and Salminen et al.,
2018), the inter-rater agreement is higher when using
binary labels, as the different perceptions between
friendly and neutral and between mildly aggressive
and strongly aggressive are rather marginal. That is,
there is a higher agreement on the general tendency
(whether an e-mail is aggressive or not) than on the
perceived degree of aggressiveness (e.g., whether it is
mildly or strongly aggressive). For that reason, we fo-
cus only on the binary labels, as they seem to be more
reliable. Nevertheless, Krippendorff’s alpha is only
around 0.5 (0.49 when considering all annotations,
0.52 when removing unsure annotations), meaning
that the results are unreliable as the value is not even
close to 0.67 (i.e., the threshold for tentative conclu-
sions) (Krippendorff, 2009).18 As a consequence, we
grouped the annotators into several groups according
to their gender, programming experience, and OSS
contributions, to see whether there is a higher agree-
ment in specific groups (see Section 4.7). In general,
the agreement seems to be slightly lower for female

18To avoid bias due to a single inter-rater agreement measure
and a single threshold, we also used a second measure of inter-rater
agreement, the Intraclass Correlation Coefficient (ICC). Also for the
ICC, we receive similar results to Krippendorff’s alpha: The inter-
rater agreement is way beyond 0.75, which is the corresponding
ICC threshold for good reliability (Koo and Li, 2016). We report the
ICC next to Krippendorff’s alpha on our supplementary website.
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Table 4
Inter-rater agreement on the 720 annotated e-mails.

Binary Label Multi Label

Group Annotators all annotations excluding unsure all annotations excluding unsure
per group* K’s 𝛼 K’s 𝛼 K’s 𝛼 K’s 𝛼

All 10 0.49 0.52 0.43 0.44

Male 6 0.51 0.53 0.43 0.44
Female 4 0.37 0.43 0.45 0.49

Contribution to no OSS project 4 0.57 0.60 0.57 0.58
Contribution to ≥ 1 OSS projects 6 0.44 0.47 0.33 0.35

Contribution to ≤ 2 OSS projects 7 0.53 0.56 0.52 0.55
Contribution to > 2 OSS projects 3 0.46 0.48 0.35 0.34

Low experience (1–5) 4 0.46 0.51 0.48 0.52
High experience (6–10) 6 0.51 0.52 0.40 0.51

Compared to colleagues:
Lower experience (1–2) 3 0.52 0.56 0.55 0.58
Higher experience (3–5) 7 0.46 0.49 0.38 0.39

* not all annotators have annotated all e-mails (we had 6–9 annotators per e-mail) K’s 𝛼: Krippendorff’s alpha

annotators (∼0.4) than for male ones (∼0.5), but for
both groups the agreement is still low. Having a low
or high programming experience does not make a big
difference, either. When looking at the number of OSS
projects the annotators had contributed to, we receive
the highest agreement among the annotators that had
no contribution to an OSS project before (0.57–0.60),
but even this agreement is far below the thresholds
for reliable agreement. To summarize, due to the
generally low agreement, which we were surprised
about, we later on started manual investigations on
why the inter-rater agreement is so low (see Section 6).

6. Why Is the Inter-Rater Agreement
among Humans so Low?

As we have found that the inter-rater agreement
among our annotators was generally low, and as we
have identified 92 e-mails (out of 720) where more
than one person disagrees with the annotation result of
the majority of annotators, we manually investigated
the content and annotation results for these 92 e-
mails. All the anonymized e-mail contents from our
annotation study as well as all the results of our man-
ual investigations are available on our supplementary
website. When we provide excerpts of e-mails, in the
following, the numeric identifier for the e-mail refers
to the order in which the annotators labeled them; the
complete content for these e-mails can be found on our
supplementary website.

6.1. Investigation of Targets
As the annotators not only had to choose whether

an e-mail is aggressive or not, but also had to choose
an aggression target, we had a closer look at the
annotated targets to gain deeper insights into why the

annotators may not agree on an overall label. First
of all, we computed the inter-rater agreement on the
overall label for each e-mail individually and then
grouped the e-mails by the mostly selected target of
each e-mail. As the annotators had 7 different options,
the chosen targets were very different, without any
pattern or possible distinction appearing. Therefore,
we grouped the targets into three categories (as there
is usually higher agreement when there are fewer
categories (Salminen et al., 2018)): Human, Technical,
and Other, to investigate whether annotators agree or
disagree more on aggression targeted at humans than
at technical artifacts (such as source code), or vice
versa. Hence, the targets “recipient”, “third party”,
and “self” are treated as Human target, the target
“code / software / technical concepts” as Technical
target, and “being reported or quoted” and “other kind
of attack or offensive language” are treated as Other
target. Looking at our complete dataset of annotations,
164 e-mails have Human as mostly selected target,
whereas 75 e-mails have Technical as mostly selected
target. The remaining e-mails have either Other as the
mostly selected target or no target at all. For the 92 e-
mails with disagreement, we observe that 65 e-mails
have Human as the mostly selected target, whereas
18 e-mails have Technical as mostly selected target.
Grouping the e-mails into these target categories still
results in generally low agreement on the overall
label for each of the categories. For comparison, we
computed these agreements separately for the 600 e-
mails for which all but one agreed on the overall
label and for the 92 e-mails with disagreement. For
the former, the inter-rater agreement on the overall
label of e-mails in target category Human (median
0.52) seems to be higher than for e-mails in target
category Technical (median 0.16). However, for the
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latter, these agreements are similar for e-mails in the
target categories Human (median 0.16) and Technical
(median 0.10). We neglected the category Other as
only few (41 out of 720) e-mails received this category
as mostly chosen target.
Since grouping e-mails into target categories, in

general, did not reveal any significant differences in
the inter-rater agreements for the e-mails with dis-
agreement on the overall label, we investigated the
targets and overall labels for the 92 e-mails of in-
terest individually. We identified that only for 2 out
of these 92 e-mails, a Human and a Technical target
had been selected together; for the remaining e-mails,
either only Human or only Technical targets had been
chosen (neglecting Other). During our investigations,
we noticed that there are e-mails for which the number
of annotators who have selected targets Human or
Technical is greater than the number of annotators who
have selected the overall label “aggressive” for this e-
mail. Such e-mails are interesting since some annota-
tors acknowledged some form of aggression against
a target despite saying the e-mail is not aggressive,
which seems contradictory. In particular, we identified
76 e-mails of this sort (i.e., having an aggression target
despite not being labeled as aggressive). So, in the
next step, we looked at the overall label of these e-
mails (see Figure 4). Particularly, we are interested in
whether the aggressive annotations of these e-mails
were mostly “mildly” or “strongly” aggressive. We
found that most of the aggressive annotations of these
e-mails were “mildly aggressive”, which was expected
as these e-mails are generally on the boundary be-
tween aggressive and non-aggressive. However, there
are also e-mails with unusually many (i.e., more than
one) “strongly aggressive” annotations. Consequently,
we again looked into the contents of these 76 e-mails
in detail, searching for common themes and to obtain
a better understanding why different annotators have
different opinions about these ambiguous e-mails, as
we discuss next.

6.2. Manual Inspection
For our manual, qualitative inspection of the am-

biguous e-mails, we use an open coding approach
(Babchuk, 1996; Goulding, 2002) to search for pos-
sible causes for ambiguity. Our approach is similar
to the open coding approach of Wang et al. (2023),
who manually searched for possible causes for incon-
sistencies between emoji reactions and the detected
sentiment in pull-request comments. In particular, the
first two authors carefully read all the 76 ambiguous
e-mails and looked for noticeable features in the e-mail
content that might have led to the different opinions of
the annotators and extracted these noticeable features
as potential causes for ambiguity. Note that we did
not find any noticeable features in some of the e-
mails and, thus, no potential cause was extracted for
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Figure 4: Overview of how many annotators had chosen which
overall label (i.e., aggressive or non-aggressive), separately for
each of the 76 ambiguous e-mails (i.e., the e-mails for which
the number of annotators who had selected targets Human
or Technical for an e-mail is greater than the number of
annotators who had labeled this e-mail as aggressive).
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Figure 5: Potential causes for the ambiguity of the e-mails for
which some annotators provided aggression targets but labeled
them as “non-aggressive”.

these e-mails. In the case that the first two authors
were unsure about the presence of such noticeable
features in an e-mail, this particular e-mail was dis-
cussed with the remaining authors to commonly derive
a potential cause, if possible. After all the potential
causes have been extracted from the 76 e-mails, we
performed a second pass to assure consistency among
the extracted potential causes of each e-mail. Via our
manual, qualitative inspections, we identified four
possible causes for ambiguity (see Figure 5), which,
of course, depend on our interpretations and may be
interpreted differently by others (see Section 7.1). We
describe these causes in what follows:

Swear words. 31 e-mails contain swear words, which
can be perceived rather ironic or funny, for instance,
sometimes with regard to technical stuff, and therefore
may have been annotated as non-aggressive by some
people, whereas other people may perceive these
swear words as aggressive.

E-mail 173: [...] it shouldn’t be a fucking black
magic, since fs folks really ought to understand
what’s going on there. [...]

E-mail 126: [...] Read the fucking standard. [...]
And yes, all quotes you’ve given are correct. [...]
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These e-mails, sometimes, also contain all-caps sen-
tences, which may be perceived as screaming, which
could also be the reason for aggressive perception.

Tone. 16 e-mails seem to have an attacking tone
without using swear words. They might sound aggres-
sive to some people, whereas the attacking tone still
may sound neutral to other people as, for example, in
the following excerpt:

E-mail 2: [...] it seems you’re missing the whole
point. [...]

Constructive parts. For 9 e-mails, we identified an
attack or aggression against somebody, but these e-
mails also contain parts which could be perceived to
have a constructive tone (e.g., the e-mail has lots of
technical content and the author is willing to help
solve a technical problem), and so the constructive-
ness of the e-mail may outbalance the aggressive part
through the eyes of some annotators, whereas others
may be clearly concerned about the attacking voice.

E-mail 537:What are you talking about? [...] You
have no clue about how the b44 hardware works, do
you? [...] Please explain in detail how ssb is wrong.
[...]

There are also e-mails that are completely constructive
and use a friendly tone, where there is a P.S. at the
end of the e-mail that contains some kind of attack or
offensive language.

E-mail 550: [...] p.s. [Recipient of e-mail]. _don’t_
do that again. i don’t care who you are: internet
archives are forever and your rudeness will be noted
by google-users and other search-users - long after
you are dead.

Missing context. In 6 e-mails, we noticed that some
information about the context is missing, for example,
an e-mail referring to previous e-mails or depending
on quotes (which we had removed, as explained in
Section 4.3). So, if the e-mail is a reaction to a previous
event, it may depend on this previous event whether
the e-mail is considered aggressive or not. As senti-
ment polarity is context dependent (Liu, 2017) and
as different annotators may imagine different contexts
when the context is unknown, this could be a cause
for ambiguous perceptions (although providing more
context can also introduce more ambiguity (Murgia
et al., 2018)). In E-mail 707, for example, some an-
notators see a strong exclusion of the recipient and
find it aggressive because it suggests that the per-
son is not part of the group, as one of our annota-
tors pointed out in the interview after the annota-
tion study, whereas others perceive the language as
neutral. In fact, one cannot derive from the missing
context whether this is appropriate language (e.g., a
joke) or a serious exclusion.

E-mail 707: [...] the world you are living in is
drastically different from the one where the rest of
us lives.

In some of the e-mails, a combination of missing
context and abbreviations (probably unknown to the
annotators) lets some of the annotators assume that
an e-mail is aggressive, such as the “NAK” (negative
acknowledgment) in the following e-mail:

E-mail 16: [...] NAK - it’s too ugly to live.

If the context is unknown, annotators are not sure how
to treat the e-mail, leading to ambiguous labels. We
also checked whether the usage of abbreviations could
be a cause for ambiguous labels, but we did not find a
common theme for abbreviations.

Unclear causes. For the remaining 14 (out of the 76)
e-mails, we could not detect a potential cause for
why these e-mails might be perceived ambiguously.
One reason could be that there might be some form
of aggressiveness that we (i.e., the authors of this
paper) do not perceive, because human beings are very
different when it comes to emotions and sentiment.
Another reason might be that some annotators could
have been absent-minded when annotating one of
these e-mails and may have chosen an aggressive label
inadvertently.
In summary, during our manual inspection, we

identified possible reasons why some annotators have
voted for “aggressive” and why others potentially not,
but there is no common theme—there are individual
reasons for each e-mail, which makes building a com-
mon ground truth difficult.

6.3. Other Factors that Could Have
Influenced Human Perception

While we identified possible causes for ambiguous
perception within the contents of the ambiguously
labeled e-mails, other factors could also influence hu-
man perception, such as the environment and personal
constitution of a person at the time of reading. For
example, stress threatens developer participation in
OSS projects (Raman et al., 2020), and, therefore,
may lead to different perceptions of aggressiveness.
However, as the annotators could take as much time
for annotating e-mails as necessary and could pause in-
between whenever they wanted, we consider potential
stress not as a relevant factor in our study. Still,
we checked whether the ambiguous e-mails have ap-
peared at the end of our annotation study or whether
there is a tendency for more aggressive or more non-
aggressive votes over time, as this could be a no-
tion of fatigue. However, we obtain a stable picture
over time, for both batches of our annotation study:
Chosen targets, overall labels, and the ambiguous e-
mails themselves are distributed across the annotation
order. In addition, we also checked whether splitting
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up the dataset into two batches, having a break of
several months in-between annotating the e-mails of
the different batches, has affected the outcomes of our
study results. Therefore, we investigated how many
of the ambiguous e-mails were part of each batch:
From the 76 ambiguous e-mails, 38 have been part of
the first batch, and 38 have been part of the second
batch. So, the percentage of ambiguously rated e-mails
is equal in both batches.
Also, the length of e-mails may affect the annota-

tion, since there are e-mails containing only one short
sentence, while others contain lengthy continuous
text. To account for this, we computed the word
count of each e-mail and compared the annotation
results of e-mails whose length is below the me-
dian with those whose length is above. Nevertheless,
this did not reveal any noticeable differences in the
annotation results.

7. Discussion & Perspectives

In this section, we first comment on the potential
threats to validity of our study. Thereafter, we dis-
cuss our results in due consideration of the presented
threats to validity. Finally, we provide perspectives on
future work based on the insights that we obtained
from our study.

7.1. Threats to Validity
As always in empirical studies, the validity of the

results of our annotation study may be threatened in
various ways. In the following, we discuss the potential
threats to validity, grouped into different categories.

Internal Validity. Clearly, our results are depen-
dent on our human annotators. Therefore, to reduce
threats, we chose multiple annotators with different
programming experience and gender. Although not
all annotators finished annotating all e-mails of a
batch (one of the annotators stopped after annotating
106 out of 360 e-mails, another one after 110 e-mails),
we obtained 6–9 annotations per e-mail. We did not
remove the annotations of the annotators who did not
finish annotating, since not considering their percep-
tions would introduce an even more serious threat as
we would thereby disregard specific perceptions. Note
that, for the computation of the inter-rater agreement,
the number of annotations per e-mail does not matter,
as Krippendorff’s alpha is capable of handling different
numbers of labels per e-mail.
Also time and personal constitution (such as po-

tential notions of fatigue that could appear toward the
end of the annotation study after reading hundreds of
e-mails) as well as e-mail length may affect the anno-
tation, but our additional checks regarding annotation
order and e-mail length did not reveal any noticeable
differences, as discussed in Section 6.3.

Construct Validity. The annotation procedure could
have been affected by the style and format of our
annotation tool. We consider this a negligible threat,
as we conducted multiple pre-studies to refine the
annotation choices and presentation format. We also
developed a mandatory annotation tutorial as well
as annotation guidelines to form a common basis for
the annotators. Even if the tutorial and annotation
guidelines cannot rule out the possibility that one of
the annotators slightly misunderstood the annotation
task, we did not encounter any misunderstandings
during the interviews and consolidation meeting with
the annotators that we conducted after the end of the
annotation study.
Removing citations in e-mails threatens the validity

of our annotation study, as the missing context (which
could be given by such citations) might have affected
the annotators’ choices. However, removing citations
is common in the literature (Ferreira et al., 2019a;
Garcia et al., 2013; Lin et al., 2018; Rousinopoulos
et al., 2014; Sanei et al., 2021; Schneider et al., 2016;
Tourani et al., 2014). In contrast, there are also studies
in the literature that do not remove citations (Fer-
reira et al., 2021; Imtiaz et al., 2018; Serva et al.,
2015; Uddin and Khomh, 2021). Consequently, there
is disagreement in the literature on whether keeping
citations is beneficial to avoid misclassifications, or
whether removing context is beneficial to avoid that
an annotator considers the sentiment of the citation
instead of the sentiment of the actual text that should
be annotated. Not only for human annotation, but
also for training and evaluating sentiment analysis
tools for the software-engineering domain, the role of
context is largely unclear. Ferreira et al. (2024) inves-
tigated whether adding or removing context improves
the accuracy of such tools. They found that adding
context leads to a higher accuracy only for detecting
some specific emotions, but not in general (Ferreira
et al., 2024). Thus, we do not consider the removal
of citations as an actual threat to the validity of our
investigation on the low inter-rater agreement of hu-
man annotation, but rather as an uninvestigated area
of the research topic that needs further investigation.
In our human annotation study, we decided to remove
citations, as previous work has shown that adding
context has only a minor impact on human annotation
results and causes slightly more disagreement among
the annotators, since also the context could be per-
ceived differently by different persons (Murgia et al.,
2018, 2014).
Another threat may be caused by our e-mail sam-

pling. Yet, even though the majority of e-mails (76%)
was labeled as non-aggressive (as expected), our sam-
ple consisted of a substantial number of clearly aggres-
sive or ambiguously labeled e-mails (20%), so our sam-
pling strategy was suitable for our purposes. Without
oversampling e-mails from people that are likely to be
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aggressive, the percentage of aggressive e-mails would
have been likely to be even lower, as previous studies
have reported that only between 2% and 19% of
their manually analyzed messages contained negative
sentiment (El Asri et al., 2019; Ferreira et al., 2021;
Uddin and Khomh, 2021). Therefore, it is also common
in the literature to apply sampling strategies that try
to oversample or undersample certain kinds of texts in
order to increase the chance of sampling a significant
number of texts with negative sentiment (Ahmed et al.,
2017; El Asri et al., 2019; Sarker et al., 2020). More-
over, drawing conclusions about the perception of
aggressiveness without sampling a substantial number
of aggressive texts would be an even more serious
threat to validity.
For the ambiguously labeled e-mails, we identified

potential causes for the ambiguity in a qualitative
analysis. Of course, this depends on the interpretations
and perceptions of the authors of this paper and could
be a potential threat, as other individuals may identify
other causes. This, however, is in line with the central
message of this paper: Human perception is different,
and findings derived from it have to be taken with a
grain of salt.

External Validity. Although the Linux kernel is
only one specific software project, our results may also
apply to other projects, because other mailing lists
and other communication channels behave similarly
(Storey et al., 2017), and human disagreement is
present in other contexts, as well (Imtiaz et al., 2018;
Kenyon-Dean et al., 2018; Lin et al., 2018; Novielli
et al., 2020). While other forms of communication,
such as issue trackers or private chat messages, have
different characteristics and different styles (e.g., they
might be less formal than public e-mails and might
not contain citations of previous messages, which is a
common practice in e-mails), analyzing how humans
perceive these messages faces similar methodological
challenges. However, dedicated studies are necessary
to investigate how different communication styles and
channels affect the methodological challenges.
In our study, we particularly aimed at analyzing

aggressiveness in developer discussions. Although we
have, thereby, focused on a very specific kind of
human behavior, the identified challenges are also
generalizable to different kinds of emotions and sen-
timent, in general, since we have collected a substan-
tial number of papers from the software-engineering
domain in our literature review that either report
contradictory results or related challenges when an-
alyzing sentiments and emotions. Consequently, we
deem our reported results on inter-rater agreement
and methodological challenges not only important in
our specific setting, but also consider investigating
these challenges important for sentiment analysis in
the software-engineering domain, in general.

7.2. Discussion of Our Results
Our results show that the perception of aggressive-

ness in technical texts from the software-engineering
domain differs among individuals, even if they have a
similar computer-science background. This poses a se-
rious threat to validity for studies on sentiment and ag-
gressiveness in software engineering. In fact, we were
surprised by the variety of ratings for the e-mails in our
comparably small dataset. Hence, we conclude that it
is not sufficient to create a human-annotated dataset
with a few annotators and to use measures of central
tendency (e.g., majority voting) to get one label (which
is widely used in the literature, see Section 3.2). Since
the perception of aggressiveness is highly subjective,
as the low inter-rater agreement in our annotation
study shows, measures of central tendency disregard
non-majority perceptions (e.g., even if 49% of the hu-
mans would perceive a text as aggressive, the majority
vote only respects the perception of the 51% who
perceive the text as non-aggressive). Instead, there is
a need for a community effort for human annotations
on sentiment perception, to obtain an overview of
how people perceive aggression in our field and to
develop methods that are capable of reliably handling
and representing as many of the diverse perceptions
as possible. That is, with community effort, large-
scale analyses on the perception of sentiment and, in
particular, aggressiveness in the software-engineering
domain could be conducted. Using insights from large-
scale analyses, new standards, guidelines, and data
aggregation metrics for human annotation studies in
the software-engineering domain could be developed
with community effort. To achieve this, task forces and
dedicated research seminars could be held to discuss
the methodological challenge and work on suitable
solutions for how to properly cover and handle diverse
developer perceptions.
Diverse perceptions of aggression can become a

problem when multiple persons collaborate, for ex-
ample, on communication channels of OSS projects. If
wewant to understand how aggressive communication
behavior influences participation and organizational
structure of OSS projects, it is not sufficient to consider
the opinion of the loud majority only. There could
be also contributors with another perception who are
intimidated by aggressive behavior, even if it is not
perceived as aggressive by the author or most of
the community. To form a healthy, welcoming atmo-
sphere, individual perceptions need to be respected.
Notably, we identified multiple e-mails with (al-

most) a tie in the annotation labels regarding aggres-
siveness, even after discussion with the annotators.
For example, irony can be perceived differently and
can lead to inconsistencies in how people react (Wang
et al., 2023); how the recipient perceives the message
is highly individual. This has also been pointed out in
previous research to be one of the pending challenges
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for sentiment analysis in the software-engineering do-
main (Ferreira et al., 2024; Kritikos et al., 2020;
Obaidi and Klünder, 2021). Ignoring such ambiguous
texts upon dataset creation misses a substantial part
of the community opinion. Combining human com-
munication with technical collaboration even com-
plicates communication processes and makes it more
difficult, as some people seem to be less emotional
with respect to technical artifacts than with respect
to humans (Gachechiladze et al., 2017; Novielli et al.,
2015), which is conflict-prone.
Our results not only affect the creation and usage of

software-engineering-specific sentiment analysis tools,
but also targets the field of trustworthy artificial in-
telligence. If sentiment analysis tools were specifically
trained for a certain domain, such as software en-
gineering, this does not necessarily mean that these
tools match human perception about aggressiveness.
Instead, we suggest to be more specific and identify
specific perception triggers (i.e., locate certain text
elements that could lead to ambiguous perception),
which needs further research and maybe also requires
expertise from outside the software-engineering do-
main.
Sentiment analysis for software engineering is not

only an issue within research, but will also be relevant
for practitioners when it comes to applying sentiment
analysis tools in practice. For example, when such
tools are used on social coding platforms (such as
GitHub) to automatically detect inappropriate behav-
ior and prevent aggressive authors from participating
in discussions or code contributions, the tools need
to be as accurate as possible. From what we have
seen in our study, such tools should not rate overall
aggression only, but also the likelihood that a mes-
sage can be perceived as ambiguous. That is, instead
of applying discrete labels, it could be necessary to
develop continuous-scale metrics that consider both
the perception of the majority of annotators and the
subjective perception of individuals at the same time.
However, to be able to develop such continuous-scale
metrics, it is necessary to understand which parts of
a text lead to aggressive perception, to find an appro-
priate weighting of group and individual perception,
and to investigate how uninvestigated factors might
potentially affect the perception of aggressiveness.

7.3. Perspectives on Future Work
Up until now, we have illustrated that human

annotation studies in the context of aggressiveness
in the software-engineering domain come with lots
of troubles and difficulties. How does this help to
overcome these issues? In the following, we present
some avenues of future work on how we can improve
on the state of the art based on our results.
Although we do not contribute directly actionable

improvements with regard to sentiment analysis in this

domain (which was also not the aim of our study),
our aim is to call attention for the methodological
challenge and ask the research community for help
to find individual, appropriate solutions for the pre-
sented challenge. In particular, additional studies are
necessary to move forward in several directions, espe-
cially with regard to causal investigations of human
disagreement and to address the challenges that we
have identified in our study, which we discuss below.
This is not only a pure software-engineering-related
problem: Similar challenges are also prevalent in other
research areas that perform sentiment analysis (see
Section 2). Garg et al. (2023) pointed out that there
still is a “gap in social and computational under-
standing of toxicity”. However, due to the special
technical content that is part of software-engineering
texts (such as text interleaved with code snippets or
vocabulary usage in a non-standard way, as demon-
strated in previous research (Jongeling et al., 2017;
Mäntylä et al., 2018; Novielli et al., 2015)), we assume
that bridging this gap is much more difficult and
requires more detailed investigations in the software-
engineering domain than in non-technical environ-
ments. Nevertheless, through our study, we already
have obtained valuable insights and results that can
be used to move forward in researching sentiment in
the software-engineering domain.
The possible causes for ambiguous perception of

aggressiveness that we have identified in our study can
be used in future research for deeper investigations of
developers’ behavior, but also to improve annotation
guidelines for human annotation studies, or for the
development and improvement of sentiment analysis
tools in the software-engineering domain. In what fol-
lows, we present possible avenues on how to address
the identified challenges in further research:
• Investigate how the annotation guidelines affect the
annotations: As we have shown in our literature
study, human annotation studies used different
ways on how to train the annotators (see Sec-
tion 3.2). While previous work revealed that
providing annotation guidelines leads to more
reliable results than ad-hoc labeling (Herrmann
et al., 2022), the influence of the extent and level
of detail of such guidelines is still unclear. To
explore the role of annotation guidelines, our
annotation study shall be re-run with providing
guidelines of different granularity and different
comprehensiveness.
• Investigate how context affects the annotations:
Since we have identified missing context as one
of the potential reasons for low inter-rater agree-
ment (see Section 6.2), there is a need for investi-
gations on whether and how human annotations
are affected by available or missing context.
Although the role of context has been subject of
multiple studies, their results are contradictory
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or show significance only in very specific cases
(see Sections 3.2 and 7.1). Thus, research should
dedicate particular attention to the role context
plays, especially in technical settings like on the
LKML. To that aim, our annotation study shall
be re-run while keeping context (i.e., citations of
previous messages).
• Investigate how certain text elements affect the
annotations: The results of our study indicate
that an attacking tone and constructiveness, but
also the use of swear words and abbreviations,
could be potential reasons for disagreement (see
Section 6.2). While studying the literature, we
found that many different text preprocessings
have been used for the evaluation of sentiment
analysis tools (e.g., removing citations, URLs, sig-
natures, names, code snippets, etc. (Biswas et al.,
2020; Calefato et al., 2018; Imran et al., 2022;
Imtiaz et al., 2018; Kaur et al., 2018; Klünder
et al., 2020; Rousinopoulos et al., 2014; Sanei
et al., 2021; Schneider et al., 2016; Tourani et al.,
2014)). Such preprocessings (when applied prior
to human annotation) could also influence hu-
mans’ perceptions. Consequently, our annotation
study shall be re-run while applying different text
preprocessings (e.g., transforming all-caps text
elements to lower-case text or replacing swear
words), to find out whether and how these text
elements affect human perception in a technical
setting and whether these elements are actual
causes for disagreement. Although such text
preprocessings are not applied when developers
receive e-mails in real-world scenarios, applying
text preprocessings for research purposes would
help increase the internal validity of human
annotation studies in a technical context and
obtain a better understanding of cause and effect
of different text elements.
Beside analyzing the potential reasons for disagree-

ment more thoroughly, also the development of mea-
sures on how to treat disagreement might be nec-
essary, given that perfect agreement among humans
is often not achievable. One option could be to ad-
just the sensitivity and specificity when aggregating
annotation data into a single label. In what follows,
we provide three primitive examples of how such
an adjustment can be done when aggregating our
annotation data, to demonstrate the potential pitfalls
and difficulties that can occur during aggregation.
We call them potential ground truths (GTs) for the
aggressiveness of an e-mail that are determined via
different aggregations of the human annotation data:19

19For demonstration purposes, we used these three examples as
potential ground truths for aggressiveness in an exploratory exper-
iment for the evaluation of the results of four selected sentiment
analysis tools, using our dataset of 720 e-mails. This way, we show
how the selection of the ground truth biases the comparison of
human annotation data and tool results. We provide further details

• GT1: An e-mail is aggressive if the mode of its an-
notations is aggressive (considering a tie as non-
aggressive, and excluding unsure annotations if
there are ≥ 4 sure annotations for an e-mail).
• GT2: An e-mail is aggressive if, at least, one
person has labeled it as aggressive (excluding all
unsure annotations).
• GT3: Only e-mails where all but one persons
agreed on the same binary label (excluding all
unsure annotations) are considered.

While GT1 uses a measure of central tendency, GT3
uses only the subset of e-mails for which the annotators
agreed on the binary label. Although GT3 seems to be
most reliable, as it only considers e-mails with human
agreement, it could potentially ignore a substantial
amount of data. This is what has happened in our an-
notation study: There was substantial disagreement on
92 out of 720 e-mails. While, in some settings, ignoring
disagreement might be justifiable, the controversial
subset of the data could contain important samples
that are of particular interest, precisely because of the
disagreement (see Section 2). Thus, it quickly becomes
obvious that all three examples (GT1, GT2, and GT3)
are not reliable for our study, either because of the
generally low agreement or because of ignoring e-
mails with disagreement. With providing these three
unreliable examples, we aim at stimulating further
thought; future work shall try to develop a more
reliable aggregation method that takes the level of
disagreement into account. In this context, we also
would like to put forward another thought: It might
not be possible to develop more reliable aggregation
methods without reconsidering or refining established
inter-rater agreement measures. As our explorative
experiment shows, achieving perfect agreement and at
the same time representing all the diverse perceptions
that humans can take might potentially be (close to)
infeasible. Consequently, a new way of defining data
reliability might be necessary in the context of highly
subjective human-annotation studies.
Also the granularity of text snippets on which the

annotation is performed should be subject to future
investigations: While we decided to let the annota-
tors label each individual e-mail as a whole, as the
perception of an e-mail in its entirety is crucial for
how developers react, it might be insightful to label
individual paragraphs or sentences separately, for two
reasons: On the one hand, paragraph- or sentence-
level annotations might reveal which parts of an e-
mail are perceived as aggressive and which parts lead
to disagreement, this way being able to narrow down
the potential reasons for disagreement more precisely.
On the other hand, when comparing paragraph- or
sentence-level annotations to the e-mail-level annota-
tions, it could be investigated how many parts (i.e.,

and results of this exploratory experiment on our supplementary
website.
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which fraction of an e-mail’s paragraphs or sentences)
are necessary to be perceived as aggressive in order
to perceive the complete e-mail as aggressive. Such
investigations could contribute toward an understand-
ing of the amount or intensity of aggressiveness that
might be tolerable in a healthy and welcoming project
atmosphere in software-development projects. For in-
stance, it may make a difference whether only a single
mildly aggressive sentence or a single swear word is
embedded in a mainly neutral or friendly e-mail or
whether multiple aggressive instances are present in
the e-mail. Also the position of aggressive content
within the e-mail (e.g., at the beginning, in the middle,
or at the end) could make a difference in how it is per-
ceived. Consequently, it could be possible to develop
continuous-scale metrics that assign different weights
to different parts of an e-mail, depending on how likely
it is that a specific part of an e-mail is perceived as
aggressive. Such weights, in turn, could be used to
develop continuous-scale ratings that account for the
diverse and subjective human annotations instead of
assigning a binary or discrete label to it. However, this
is a topic on its own that raises additional research
questions and, thus, is out of the scope of this paper.
Furthermore, it could also be interesting to derive

different types of aggressiveness from the different
potential causes of disagreement and analyze whether
software developers react differently to such different
types of aggressiveness. Nevertheless, additional stud-
ies are necessary to confirm these possible causes to be
able to derive such types afterwards.
Beside deriving different types of aggressiveness, it

could be useful to investigate whether and how differ-
ent personality traits (Goldberg, 1993) might lead to
different perceptions of aggressiveness. For example,
it might be interesting to observe whether comparable
personality types annotate more similarly or not.
Finally, it could also be beneficial for future inves-

tigations on developer perception to take advantage
of arising cutting-edge technologies, such as large lan-
guage models, which might be capable of identifying
aggressive language. On the one hand, the usage of
such tools could be helpful to obtain new insights
into which language elements might cause aggressive
or ambiguous perception in a fast and efficient way.
On the other hand, using such technologies cannot
reliably mimic human perceptions, given the diver-
sity of human perceptions that we have observed in
our annotation study. Therefore, dedicated empirical
studies are necessary to determine whether and which
configurations of cutting-edge technologies are suit-
able for application in the context of this research.
Consequently, the investigation of such technologies
in the context of sentiment analysis in the software-
engineering domain opens a completely new research
direction that goes along with additional caveats and
methodological challenges.

8. Conclusion

As communication among software developers is
a substantial part of OSS projects, conversational tone
and aggressiveness can have an influence on developer
participation. Initially, we aimed at investigating the
effect of aggressive language in the Linux kernel
project. However, after conducting a human annota-
tion study on 720 e-mails from the LKML with mul-
tiple annotators, we noticed that human agreement
on aggressiveness is generally low and, therefore, the
results of sentiment analysis tools (which are often
trained on human-annotated data) can also not be reli-
able. Consequently, we conducted manual, qualitative
investigations to understand why humans disagree.
Although we identified potential causes for disagree-
ment, we did not find a general theme beside the fact
that different individuals may perceive aggressiveness
differently. Our findings suggest that research in the
software-engineering domain needs to differentiate
between specific forms of aggressiveness which can
be identified with less ambiguity and depend less on
the personality and context of the person rating a
text. Nevertheless, it is not sufficient to rely on aggre-
gated measures of human annotations, as individual
perceptions, particularly, matter when studying the
effect of aggressive language in OSS projects. With
publishing the experience we had throughout our
study, we want to call attention to the methodological
challenge in this research field, which should become
an important part of future research.

Acknowledgments

We thank Tina Schuh and Barbara Eckl-Ganser for
their support in preparing and conducting the annota-
tion study and for fruitful discussions in early stages
of this study. Furthermore, we thank the annotators
for participating in our annotation study. This work
was supported by the German Research Foundation
(AP 206/14-1) as well as the Bavarian State Ministry
of Education, Science, and the Arts in the framework
of the Center Digitisation.Bavaria (ZD.B).

Declaration of Competing Interest

The authors declare that they have no known com-
peting financial interests or personal relationships that
could have appeared to influence the work reported in
this paper.

A. Appendix to Our Literature Review on
Sentiment Analysis in Software
Engineering

During our literature review (see Section 3), we
collected more than 30 sentiment analysis tools that
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Table 5
Papers related to sentiment analysis for software engineering, grouped into two different categories.

Category (# Papers) Papers

Tool Development and
Tool Evaluation (69)

Ahmed et al. (2017); Batra et al. (2021); Biswas et al. (2020, 2019); Blaz and Becker (2016); Bleyl and
Buxton (2022); Cabrera-Diego et al. (2020); Cagnoni et al. (2020); Calefato et al. (2018, 2017, 2019); Cassee
et al. (2022); Chen et al. (2019, 2021); Cheriyan et al. (2021); Ding et al. (2018); Efstathiou et al. (2018);
Ferreira et al. (2021, 2024); Fucci et al. (2021); Gachechiladze et al. (2017); Herrmann et al. (2022); Imran
et al. (2022); Imtiaz et al. (2018); Islam et al. (2019); Islam and Zibran (2017a,b, 2018a,b,d); Jongeling et al.
(2015, 2017); Kadhar and Kumar (2022); Kaur et al. (2018); Klünder et al. (2020); Lin et al. (2019, 2018);
Maipradit et al. (2019); Mansoor et al. (2021); Mäntylä et al. (2017); von der Mosel et al. (2023); Mula et al.
(2022); Murgia et al. (2018); Neupane et al. (2019); Novielli et al. (2020, 2015, 2021, 2018b); Obaidi et al.
(2022a); Park and Sharif (2021); Prenner and Robbes (2022); Qiu et al. (2022); Raman et al. (2020); Robbes
and Janes (2019); Sarker et al. (2023a, 2020, 2023b); Serva et al. (2015); Shen et al. (2019); Sun et al. (2021,
2022); Uddin et al. (2022b); Uddin and Khomh (2021); Venigalla and Chimalakonda (2021a); Wang (2019);
Werder and Brinkkemper (2018); Wu et al. (2021); Zhang et al. (2021, 2020)

Tool Application and
Tool Usage (108)*

Ahasanuzzaman et al. (2018, 2020); Alesinloye et al. (2019); Almarimi et al. (2023); Assavakamhaenghan
et al. (2023); Batoun et al. (2023); Brisson et al. (2020); Calefato et al. (2015); Chatterjee et al. (2021);
Cheruvelil and da Silva (2019); Chouchen et al. (2021); Claes and Mäntylä (2020); Claes et al. (2018); Cohen
(2021); da Cruz et al. (2016); Dao and Yang (2021); Destefanis et al. (2018, 2016); El Asri et al. (2019);
Ferreira et al. (2022, 2019a,b,c); Freira et al. (2018); Gao et al. (2022); Garcia et al. (2013); Goyal and
Sardana (2017); Graßl and Fraser (2022); Guzman (2013); Guzman et al. (2017, 2014); Guzman and Bruegge
(2013); Hata et al. (2022); Herrmann and Klünder (2021); Huang et al. (2021); Huq et al. (2019, 2020);
Imtiaz et al. (2019); Islam and Zibran (2016, 2018c); Jurado and Rodriguez (2015); Kaur et al. (2022);
Kritikos et al. (2020); Kumar et al. (2022); Kuutila et al. (2020); Lanovaz and Adams (2019); Li et al. (2020,
2021); Licorish and MacDonell (2014, 2018); Madampe et al. (2020); Mahbub et al. (2021); Mäntylä et al.
(2016); Marshall et al. (2016); Miller et al. (2022); Morales-Ramirez et al. (2019); Mostafa and Abd Elghany
(2018); Munaiah et al. (2017); Murgia et al. (2014); Novielli et al. (2014, 2018a); Ortu et al. (2015a, 2016a,
2015b, 2018, 2019, 2016b); Patnaik and Padhy (2022); Patwardhan (2017); Paul et al. (2019); Pletea et al.
(2014); Quintanilla Portugal and Sampaio do Prado Leite (2018); Rahman et al. (2015); Ramay et al. (2019);
Robe et al. (2022); Robinson et al. (2016); Rong et al. (2022); Rousinopoulos et al. (2014); Sanei et al.
(2021); Sapkota et al. (2019); Sarker et al. (2019); Sayago-Heredia et al. (2022a,b); Schroth et al. (2022);
Sengupta and Haythornthwaite (2020); Singh and Singh (2017); Sinha et al. (2016); Skriptsova et al. (2019);
Sokolovsky et al. (2021); Souza and Silva (2017); Swillus and Zaidman (2023); Tourani and Adams (2016);
Tourani et al. (2014); Uddin et al. (2022a, 2020, 2021); Umer et al. (2020); Valdez et al. (2020); Venigalla and
Chimalakonda (2021b); Wang et al. (2023); Werder (2018); Werner et al. (2019, 2018); Yang et al. (2017a,b,
2018); Yin et al. (2023); Zhang and Hou (2013)

* In this category, we also included papers that only used human annotation (manual labeling) as a sentiment analysis tool. This concerns
the following papers: Batoun et al. (2023); Chouchen et al. (2021); Ferreira et al. (2022); Marshall et al. (2016); Murgia et al. (2014);
Robe et al. (2022); Sengupta and Haythornthwaite (2020); Uddin et al. (2022a).

have been developed for the software-engineering do-
main and 69 papers that addressed tool development
and tool evaluation. The remaining 108 papers that
we considered relevant reported on the application
and usage of such tools for the purpose of answering
specific research questions in the software-engineering
domain. An overview of which paper belongs to which
of the two categories can be found in Table 5, and an
overview of the different venues at which the papers
have been published can be found in Table 6. In the
following, we provide a brief overview of the collected
tools and of the results researchers obtained from using
sentiment analysis tools.

A.1. Tool Development and Tool Evaluation
As a side result of our literature review, we found

that many researchers developed their own senti-
ment analysis tools specifically tuned to the software-
engineering domain, based on and evaluated on manu-
ally labeled datasets such as code review comments, is-
sue comments, ticket systems, or StackOverflow posts.
Whereas some researchers use self-created lexicons

or dictionaries containing IT vocabulary (Blaz and
Becker, 2016; Mäntylä et al., 2017), others develop
their own tools and train them on previously man-
ually labeled data, or evaluate them against exist-
ing tools and show that their tuning for software-
engineering texts significantly improves classification
accuracy. In the following, we briefly list the tools
and their related papers that we found through our
literature review:20 SentiCR (Ahmed et al., 2017),
EmoTxt (Calefato et al., 2017), SentiStrength-
SE (Islam and Zibran, 2017a,b, 2018a,d), DEVA (Islam
and Zibran, 2018b), Stanford CoreNLP SO (Lin
et al., 2018), MEME (Werder and Brinkkemper, 2018),
ESEM-E (Murgia et al., 2018), Senti4SD (Calefato
et al., 2018), SentiSW (Ding et al., 2018), word2vec
(Efstathiou et al., 2018), EMTk (Calefato et al., 2019),
POME (Lin et al., 2019), MarValous (Islam et al.,
2019), RNN4SentiSE (Biswas et al., 2019),
BERT4SentiSE (Biswas et al., 2020), BERT-FT (Wu

20We provide further information about all these papers as well
as the corresponding tools and approaches on our supplementary
website.
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Table 6
Venues containing papers related to sentiment analysis for software engineering.

Venue5 # Papers Papers

MSR 20 Biswas et al. (2019); Blaz and Becker (2016); Calefato et al. (2015); Claes and Mäntylä (2020); Efstathiou
et al. (2018); Ferreira et al. (2022); Fucci et al. (2021); Guzman et al. (2014); Islam and Zibran (2017b);
Mäntylä et al. (2016); Mäntylä et al. (2017); Murgia et al. (2014); Novielli et al. (2020, 2018a,b); Ortu et al.
(2015a, 2016b); Pletea et al. (2014); Sinha et al. (2016); Souza and Silva (2017)

SEmotion 12 Calefato et al. (2019); Cheruvelil and da Silva (2019); Destefanis et al. (2018); Ding et al. (2018); Ferreira
et al. (2019a); Imtiaz et al. (2018); Mansoor et al. (2021); Marshall et al. (2016); Ortu et al. (2019); Park and
Sharif (2021); Werder (2018); Werder and Brinkkemper (2018)

EMSE 10 Ahasanuzzaman et al. (2020); Assavakamhaenghan et al. (2023); Calefato et al. (2018); Cassee et al. (2022);
Hata et al. (2022); Jongeling et al. (2017); Murgia et al. (2018); Novielli et al. (2021); Uddin et al. (2022a);
Wang et al. (2023)

ICSE 7 Chatterjee et al. (2021); Imtiaz et al. (2019); Lin et al. (2019, 2018); Miller et al. (2022); Sarker et al. (2019);
Yin et al. (2023)

SANER 7 Ahasanuzzaman et al. (2018); Brisson et al. (2020); Chouchen et al. (2021); Huq et al. (2020); Islam and
Zibran (2018a); Paul et al. (2019); Tourani and Adams (2016)

ESEC/FSE 5 Chen et al. (2019); Cohen (2021); Guzman and Bruegge (2013); Sarker et al. (2020); Venigalla and
Chimalakonda (2021a)

JSS 5 Ferreira et al. (2024); Herrmann et al. (2022); Islam and Zibran (2018d); Jurado and Rodriguez (2015); Swillus
and Zaidman (2023)

TOSEM 5 Batoun et al. (2023); Chen et al. (2021); Sarker et al. (2023b); Uddin et al. (2022b, 2021)
APSEC 4 Huq et al. (2019); Li et al. (2021); Sarker et al. (2020); Singh and Singh (2017)
ICSE-NIER 4 Gachechiladze et al. (2017); Madampe et al. (2020); Raman et al. (2020); Robbes and Janes (2019)
ICSME 4 Biswas et al. (2020); Jongeling et al. (2015); Neupane et al. (2019); Zhang et al. (2020)
IST 4 El Asri et al. (2019); Licorish and MacDonell (2018); Rong et al. (2022); Uddin et al. (2020)
ASE 3 Ahmed et al. (2017); Imran et al. (2022); Wang (2019)
ESEM 3 Claes et al. (2018); Islam and Zibran (2017a); Sarker et al. (2023a)
ICPC 3 Huang et al. (2021); Sun et al. (2021); Zhang and Hou (2013)
ICSE-SEIS 3 Graßl and Fraser (2022); Qiu et al. (2022); Venigalla and Chimalakonda (2021b)
IEEE Software 3 Lanovaz and Adams (2019); Maipradit et al. (2019); Werner et al. (2019)
SAC 3 Islam et al. (2019); Islam and Zibran (2018b); Yang et al. (2017b)
TSE 3 von der Mosel et al. (2023); Prenner and Robbes (2022); Uddin and Khomh (2021)
AffectRE 2 Quintanilla Portugal and Sampaio do Prado Leite (2018); Werner et al. (2018)
EISEJ 2 Goyal and Sardana (2017); Kaur et al. (2022)
HCSE 2 Klünder et al. (2020); Schroth et al. (2022)
HICSS 2 Robinson et al. (2016); Sengupta and Haythornthwaite (2020)
OpenSym 2 Alesinloye et al. (2019); Ferreira et al. (2019c)
PLOS ONE 2 Sapkota et al. (2019); Sokolovsky et al. (2021)
SEKE 2 Freira et al. (2018); Li et al. (2020)
SSE 2 Novielli et al. (2014, 2015)
XP 2 Ortu et al. (2016a, 2015b)
others* 51 Almarimi et al. (2023); Batra et al. (2021); Bleyl and Buxton (2022); Cabrera-Diego et al. (2020); Cagnoni

et al. (2020); Calefato et al. (2017); Cheriyan et al. (2021); da Cruz et al. (2016); Dao and Yang (2021);
Destefanis et al. (2016); Ferreira et al. (2021, 2019b); Gao et al. (2022); Garcia et al. (2013); Guzman (2013);
Guzman et al. (2017); Herrmann and Klünder (2021); Islam and Zibran (2016, 2018c); Kadhar and Kumar
(2022); Kaur et al. (2018); Kritikos et al. (2020); Kumar et al. (2022); Kuutila et al. (2020); Licorish and
MacDonell (2014); Mahbub et al. (2021); Morales-Ramirez et al. (2019); Mostafa and Abd Elghany (2018);
Mula et al. (2022); Munaiah et al. (2017); Obaidi et al. (2022a); Ortu et al. (2018); Patnaik and Padhy
(2022); Patwardhan (2017); Rahman et al. (2015); Ramay et al. (2019); Rousinopoulos et al. (2014); Sanei
et al. (2021); Sayago-Heredia et al. (2022a,b); Serva et al. (2015); Shen et al. (2019); Skriptsova et al. (2019);
Sun et al. (2022); Tourani et al. (2014); Umer et al. (2020); Valdez et al. (2020); Wu et al. (2021); Yang et al.
(2017a, 2018); Zhang et al. (2021)

* ACIIW, ACIS, APSECW, ASEW, BigData, CASCON, CGC, CHASE, CIC, CONISOFT, DASC, DEXA, DTGS, EASE, EDM, ENASE,
ESSoS, HCI, HotStorage, I3E, ICACI, ICAT, ICCSAW, ICECA, ICEIS, ICITA, ICNGIoT, ICSESS, ICSEW, ICSS, ICT Express, IEEE
Access, IJSEA, Information Systems, Internetware, Journal of Software: Evolution and Process, KBS, Mathematics, OSS, PeerJ Comp.
Sci., PROFES, PROMISE, RE Journal, RESI, REW, SCAM, SEDE, SERA, Trans. Info. Syst., TRel, VISSOFT (1 paper per venue)

et al., 2021), OpinerDSO (Uddin and Khomh, 2021),
SentiLog (Zhang et al., 2021), SESSION (Sun et al.,
2021), EASTER (Sun et al., 2022), Sentisead (Ud-
din et al., 2022b), StackOBERTflow (Prenner and
Robbes, 2022), seBERT (von der Mosel et al., 2023),
and different fine-tuned transformer models (e.g.,
Zhang et al., 2020), BERT-based languagemodels (e.g.,

Batra et al., 2021; Biswas et al., 2020; Bleyl and
Buxton, 2022; Prenner and Robbes, 2022; Wu et al.,
2021), or other machine-learning models (e.g., Klün-
der et al., 2020; Maipradit et al., 2019). Some tools
even have been developed for specific aspects: For
example, Gachechiladze et al. (2017) developed a
tool to identify anger direction (i.e., whether anger is
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directed against the commenters themselves, against
other people, or against objects). Sarker et al. (2020,
2023b) developed ToxiCR to identify toxic com-
ments. In addition, Sarker et al. (2023a) developed
ToxiSpanSE, which is even able to detect which parts
of a toxic comment are causing the toxicity. Many
researchers combined and compared various tools
and built their own toxicity detection tools based
on existing approaches (Cheriyan et al., 2021; Qiu
et al., 2022; Raman et al., 2020; Sayago-Heredia et al.,
2022a). As another special aspect, the tools SEnti-
Moji (Chen et al., 2019) and StackEmo (Venigalla
and Chimalakonda, 2021a) especially deal with emojis
in software-engineering-related texts. To investigate
how developers’ emotions change over time, Neupane
et al. (2019) developed the tool EmoD, which uses
a combination of already existing sentiment analysis
tools. Similarly, Cagnoni et al. (2020) used multiple
machine-learning algorithms to detect joy, love, sur-
prise, fear, anger, and sadness in StackOverflow posts
regarding different programming languages.
We conclude that the analysis of developers’ sen-

timents is a highly relevant research topic since so
many tools have been developed specifically for the
software-engineering domain. However, the huge num-
ber of different approaches, datasets, and tools that
we have identified during our literature review also
indicates that existing approaches may not be accurate
and reliable enough. This can also be seen from the
high number of tool evaluation papers that we already
have referenced in Section 3.1.1.

A.2. Tool Application and Tool Usage
In what follows, we provide an overview of rel-

evant studies that aimed at answering specific re-
search questions related to sentiment in the software-
engineering domain by using sentiment analysis
tools.20 In this category, we also included papers that
only used human annotation (manual labeling) as a
sentiment analysis tool. Due to the concerns regarding
tool reliability and human perception raised above, the
results reported in the following have to be taken with
a grain of salt. In addition to the selection of studies
that we have already presented in Section 3.1.2, we
now provide details on the remaining studies on tool
application and tool usage that we have found in our
literature review:
Research has shown that emotions and sentiment

polarity are present in the communication channels
of OSS projects (Ferreira et al., 2019c; Graßl and
Fraser, 2022; Guzman and Bruegge, 2013; Jurado
and Rodriguez, 2015; Murgia et al., 2014; Tourani
et al., 2014), but usually only a small fraction of the
communication expresses a positive or negative sen-
timent (Ferreira et al., 2019c; Hata et al., 2022; Sen-
gupta and Haythornthwaite, 2020; Skriptsova et al.,
2019; Valdez et al., 2020). Whereas most GitHub

projects are neutral, there are 10% more projects with
negative sentiment than projects with positive senti-
ment (Sinha et al., 2016). However, discussions on
GitHub seem to contain more positive sentiment than
on StackOverflow (Hata et al., 2022); nevertheless,
avoiding negative attitude on StackOverflow increases
one’s chances to get an answer accepted (Calefato
et al., 2015). The sentiment of developers in software
projects is subject to constant change. Multiple studies
have shown that the amount of positive sentiment in
discussions decreases over time (Robinson et al., 2016;
Rousinopoulos et al., 2014; Werder, 2018). Moreover,
contributions of developers tend to become more emo-
tional and longer during a project’s lifetime (Guzman,
2013). This is corroborated by the empirical observa-
tion that positive and negative comments tend to be
longer than neutral comments (Lanovaz and Adams,
2019). Ortu et al. (2018) found that communication
styles change with the number of commits: Developers
who only contributed one commit were more polite
than developers who contributed regularly. Also, de-
velopers who have a significantly higher commenting
activity than their peers often tend to an increased
amount of negative sentiment (Sarker et al., 2019). By
contrast, also people that never created an issue and
never contributed to the source code but just comment
on issues are less polite than others (Destefanis et al.,
2018). In general, conversations among developers
are more neutral compared to conversations between
developers and users (Robe et al., 2022).
Multiple studies detect the sentiment in bug reports

to predict the bug severity in order to automatically
prioritize bug reports according to their severity (Dao
and Yang, 2021; Ramay et al., 2019; Umer et al.,
2020; Yang et al., 2017b, 2018). In a similar vein,
Ahasanuzzaman et al. (2018, 2020) use sentiment
information to classify whether a StackOverflow post
describes an issue or not, and Werner et al. (2019,
2018) show that sentiment can be used to identify
escalated support tickets.
Munaiah et al. (2017) investigated the sentiment

in code reviews and found that the more emotional
and the less complex the code changes are, the more
likely a code review fails to notice vulnerabilities. Fur-
thermore, Tourani and Adams (2016) showed that the
more negative sentiment occurs in a code review, the
more defect-prone the code changes are. In addition,
pull requests that contain anger or sadness have a
lower probability to be merged than pull requests that
contain positive emotions (Ortu et al., 2019). Accord-
ing to El Asri et al. (2019), code reviews with negative
comments also need more time to be addressed by the
developer than code reviews with positive comments.
In particular, newcomers react more emotional to code
reviews than core members of a project do (El Asri
et al., 2019; Skriptsova et al., 2019).
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Sentiment analysis tools are also used to exam-
ine how sentiment is related to different program-
ming languages (Guzman et al., 2014), a developer’s
gender (Imtiaz et al., 2019; Patwardhan, 2017; Paul
et al., 2019), developer productivity (Kuutila et al.,
2020; Licorish and MacDonell, 2014, 2018), the pres-
ence of bots (Gao et al., 2022), requirements changes
(Madampe et al., 2020), code quality (Sayago-Heredia
et al., 2022a,b), refactoring activities (Patnaik and
Padhy, 2022; Singh and Singh, 2017), software test-
ing (Swillus and Zaidman, 2023), a project’s attrac-
tiveness (Brisson et al., 2020; Destefanis et al., 2016;
Ortu et al., 2015b), community smells (Almarimi et al.,
2023; Huang et al., 2021), and issue fixing time (Deste-
fanis et al., 2016; Mäntylä et al., 2016; Ortu et al.,
2015a,b, 2016b; Sanei et al., 2021; Yang et al., 2017a).
Also, the role of emojis (Batoun et al., 2023; Claes
et al., 2018; Rong et al., 2022; Wang et al., 2023),
the guiltiness of game developers with respect to
the negative effects of game addiction (Mostafa and
Abd Elghany, 2018), and the technical information
contained in tweets about software applications (Guz-
man et al., 2017) have been studied.
Sokolovsky et al. (2021) used sentiment analysis

to predict software releases, since emotions change
during the course of a release cycle (e.g., there is
more negative sentiment in the days prior to a re-
lease) (Alesinloye et al., 2019; Ferreira et al., 2019b).
Sentiment analysis is also used to automatically de-
tect trust between developers (da Cruz et al., 2016;
Sapkota et al., 2019). Other researchers investigated
whether dependencies between non-functional soft-
ware requirements can be derived from the sentiments
in issue comments (Quintanilla Portugal and Sam-
paio do Prado Leite, 2018). Zhang and Hou (2013)
extracted problematic API features from forum discus-
sions based on negative sentiment. Moreover, Uddin
et al. (2020, 2021) identified developers’ sentiment
in StackOverflow comments and use this information
to generate API documentation therefrom. Especially
during the first months of the COVID-19 pandemic, de-
velopers often complained about missing documenta-
tion, which was reflected in negative sentiment (Uddin
et al., 2022a). To explore future usage scenarios of sen-
timent analysis in software engineering, Schroth et al.
(2022) tried out the concept of “realtime sentiment
analysis”, (i.e., visualizing sentiment scores to devel-
opers while they type a message). While some devel-
opers considered this useful, others voiced misgivings
due to being observed while typing the message.
To be able to identify sentiment in oral developer

communication, Herrmann and Klünder (2021) used
speech recognition to transcribe the oral conversations
and applied sentiment analysis tools afterwards. To
detect “speech acts” (i.e., communication that should

affect other people’s believes or behavior), also senti-
ment analysis tools can be used to identify positive or
negative opinions (Morales-Ramirez et al., 2019).
As already described in Section 3.1.2, Ferreira et al.

(2019a) assessed on the LKML whether the maintain-
ers’ sentiment changed after Linus Torvalds’s tempo-
rary break and did not find any significant changes.
Ferreira et al. (2021) investigated potential causes
for incivility in 1 545 e-mails from the LKML and
focused on understanding the communication between
the developers.
All in all, the results of all the above mentioned

studies are very interesting and diverse (sometimes
even contradicting), but due to the concerns raised in
our study, one cannot fully rely on these results. This
is why we aimed at evaluating sentiment analysis tools
for our purpose before using them, which is why we
started with our human annotation study.
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